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“Critical flow and persistent current
experiments in superfluid 3He”
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The critical velocity of superfluid 3He

Flow of 3He through 0.8 µm-diameter holes
Pressure difference measurement with a 
capacitive sensor

Temperature dependence of the critical flow
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excess dissipation in an 18-pm-diam hole and
they relate this to a critical velocity. Similar
experiments by Crooker, Hebral, and Reppy'
indicate that even in 5- p, m holes the depairing
velocity has not been reached. Eisenstein, Swift,
and Packard' and Dahm et a/. ' found dissipation
in larger flow channels for all velocities they
investigated; in these measurements, however,
only the maximum sustainable current was ob-
served.
%e report in this Letter direct measurements
of hP in 'He-B along narrow flow channels as a
function of the mass current density J,. The data
are consistent with zero dissipation at small cur-
rents and show, as the velocity is increased, a
clear transition to dissipative superf low. Our
experimental method enables us to extrapolate to~=0 and thus to find the critical mass current
associated with the onset of dissipation. In addi-
tion, our measurements of the superfluid transi-
tion in bulk liquid show that T, is reduced inside
the flow channels.
Our experimental silver cell, which was ther-

mally connected to a copper nuclear stage, ' is
schematically illustrated in Fig. 1. An alumin-
ized Mylar diaphragm, with capacitor plates on
both sides, divides the cell into two compart-
ments. The separate 'He fill lines to each side
were connected together at the mixing chamber

of the precooling dilution refrigerator; the flow
through the fill line is negligible because of the
high viscosity of normal 'He. By application of
a biasing voltage U on one side of the capacitor,
liquid was forced through the flow channels. The
displacement of the diaphragm from equilibrium
was monitored by measuring the capacitance of
the other side.
The susceptibility of CLMN (cerium magnesium

nitrate diluted to. 3% molar solution by the cor-
responding lanthanum salt) and the nuclear sus-
ceptibility of platinum were employed as thermom-
eters. Tabulated values' of T, vs P were used
for calibration of all three thermometers; T,
was detected with CLMN as a change in the slope
of the temperature drift curves.
The superleak was a piece of Nuclepore filter'

with etched particle-track holes, believed to be
straight circular cylinders. The thickness of the
filter is 10 pm and the nominal diameter of the
channels is 0.8 pm. The electron-microscopical-
ly determined total area of the channels was 6.4
x102 pm2.
In our experiment the drive voltage was typical-

ly swept from 0 to 100 V so that U', i.e., the
force on the diaphragm, varied linearly with
time. As a result, the response AC of the capaci-
tance bridge (proportional to the displacement x)
is also linear with time, provided that there is
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FIG. 1. Schematic diagram of the experimental cell.
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A topological transition in the 3He-A vortices

Pulsed ultrasound transmission 26-44 MHz experiments in a rotating cryostat

Phase diagram of vortex textures in 3He-A

First-order transition between phases of vortices of different vorticity values

J. P. Pekola, K. Torizuka, 
A. J. Manninen, J. M. 
Kyynäräinen, G. Volovik, 
PRL 65, 3293 (1990) 
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lar, md—=0 for the SV vortex since d is forced into the
transverse plane.
The situation should be different when H &(Hd, where

gH »(q and the d field prefers to follow I, i.e., it is dipole
locked [see Fig. 1(b)]. We discuss only the two main
dipole-locked textures that satisfy the Mermin-Ho rela-
tion, both with mr/N= —, . One is the lattice of An-
derson-Toulouse (AT) 4z vortices with mr =1 and
N =2 per unit cell, the other is a lattice whose unit cell
consists of four 2z Mermin-Ho (MH) vortices with
mi=2 and N=4. It is important to note that in both
cases d must follow I and, therefore, for these dipole-
locked vortex textures md =mr
This means that at an intermediate field, H =H, =Hd,

one should expect a phase transition between dipole-
unlocked high-field vortices and dipole-locked low-field
vortices. Since these textures have diA'erent topological
charges md per circulation quantum, the transition can
be only of first order; md/N changes discontinuously
from 2 at H &H, to 0 at H & H, . The critical field H,
should be virtually unaA'ected by 0 as long as gd «n
(0 (10'-10 rad/sec); experimentally the inequality is
always fulfilled. We now discuss this topological transi-
tion as first observed in our ultrasonic experiment.
The measurements were carried out in Helsinki using

our second rotating cryostat ROTA2. We employed
pulsed sound transmission techniques. Our experimental
cell has two L-cut quartz crystals, L =4 mm apart. The
diameter of the cylindrical He volume is 6 mm and the
Auid in the cell is in liquid contact with the main He
reservoir through several 1 x 1-mm holes at both ends of
a quartz spacer. Sound pulses at f=26.8 and 44.7 MHz
frequencies were employed. A superconducting solenoid
outside the sound cell provided an axial magnetic field
H. In a few runs, a transverse magnetic field was used,
produced by a large saddle coil in the surrounding heli-
um bath.
Expecting metastability eff'ects in the predicted first-

order textural transition, we started our experiments by
applying the following sequence [see Fig. 2(a)]: Initial-
ly, the sample of He-A was cooled to T/T, =0.9 in a
magnetic field of 2.2 mT. After stabilizing the tempera-
ture, the cryostat was set into rotation at 0 =0.3 rad/
sec. Thereafter, H was linearly reduced from 2.2 mT to
0 in 8 min. In Fig. 2(b), the upper curve (labeled 1)
shows the reduced sound amplitude A/A (T, ) at f=26.8
MHz during this sweep; A is related to the attenuation a
via the dependence A txexp( —aL). Next, at 1=11min,
the cryostat was stopped and, after 1 min, reaccelerated
to 0 =0.3 rad/sec. H was then swept from 0 to 2.2 mT,
again in 8 min [see Fig. 2(a)]. During this sweep [curve
2 in Fig. 2(b)], A showed considerable hysteresis with
respect to the signal obtained from the state that had
been created in the 2.2-mT field.
This initial experiment already yielded important data

on the existing vortex states in He-2: First, there
seemed to be at least two types of vortices, separated by
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FIG. 2. (a) Sequence of 0 and H, explained in the text. (b)
Hysteretic change in the amplitude A of zero sound, in relation
to its value A(T, ) at the critical temperature, during a slow
magnetic-field sweep under rotation.

a transition at H ~ 2 mT. Second, the hysteresis implied
that we are dealing with a first-order phase change, as
expected.
Figure 3 shows data at f=26.8 MHz from a measure-

ment to investigate the stability of the low-H vortex at
p=26.7 bars and T/T, =0.9. The inset in Fig. 3(c) il-
lustrates the measuring sequence on the (H, Q) plane.
Initially, the sample was accelerated at H=O to a rota-
tion velocity Qo (0-3.5 rad/sec). Following this, a small
axial magnetic field, H„I=0.5 mT, was applied and the
sound amplitude A„,I. was measured. Next, H was swept
up to H „. „and then back to H„,p while the cryostat was
continuously rotated at 0 =00. A new measurement of
A at H„I then yielded information on the persistence of
the low-field vortices: If the signal remained the same,
the low-field vortices were still present in the experimen-
tal chamber, but if A had changed, they had lost their
stability against high-field vortices during the field
s~eep. Figure 3 shows that a diA'erent signal appeared,
at all experimentally used speeds of rotation, when H,. „
exceeded H, I

=4 mT, i.e., H, I is the catastrophe field at
which the low-field vortices become unstable.
The opposite check, a test for the stability of high-field

vortices, was done as follows: The reference sound am-
plitude was first measured when high-field vortices were
created at H=2. 5 mT. This value was then compared
with 8 obtained after successive sweeps of H from 2.5

VOLUME 65, NUMBER 26 PHYSICAL REVIEW LETTERS 24 DECEMBER 1990

Jl

lar, md—=0 for the SV vortex since d is forced into the
transverse plane.
The situation should be different when H &(Hd, where

gH »(q and the d field prefers to follow I, i.e., it is dipole
locked [see Fig. 1(b)]. We discuss only the two main
dipole-locked textures that satisfy the Mermin-Ho rela-
tion, both with mr/N= —, . One is the lattice of An-
derson-Toulouse (AT) 4z vortices with mr =1 and
N =2 per unit cell, the other is a lattice whose unit cell
consists of four 2z Mermin-Ho (MH) vortices with
mi=2 and N=4. It is important to note that in both
cases d must follow I and, therefore, for these dipole-
locked vortex textures md =mr
This means that at an intermediate field, H =H, =Hd,

one should expect a phase transition between dipole-
unlocked high-field vortices and dipole-locked low-field
vortices. Since these textures have diA'erent topological
charges md per circulation quantum, the transition can
be only of first order; md/N changes discontinuously
from 2 at H &H, to 0 at H & H, . The critical field H,
should be virtually unaA'ected by 0 as long as gd «n
(0 (10'-10 rad/sec); experimentally the inequality is
always fulfilled. We now discuss this topological transi-
tion as first observed in our ultrasonic experiment.
The measurements were carried out in Helsinki using

our second rotating cryostat ROTA2. We employed
pulsed sound transmission techniques. Our experimental
cell has two L-cut quartz crystals, L =4 mm apart. The
diameter of the cylindrical He volume is 6 mm and the
Auid in the cell is in liquid contact with the main He
reservoir through several 1 x 1-mm holes at both ends of
a quartz spacer. Sound pulses at f=26.8 and 44.7 MHz
frequencies were employed. A superconducting solenoid
outside the sound cell provided an axial magnetic field
H. In a few runs, a transverse magnetic field was used,
produced by a large saddle coil in the surrounding heli-
um bath.
Expecting metastability eff'ects in the predicted first-

order textural transition, we started our experiments by
applying the following sequence [see Fig. 2(a)]: Initial-
ly, the sample of He-A was cooled to T/T, =0.9 in a
magnetic field of 2.2 mT. After stabilizing the tempera-
ture, the cryostat was set into rotation at 0 =0.3 rad/
sec. Thereafter, H was linearly reduced from 2.2 mT to
0 in 8 min. In Fig. 2(b), the upper curve (labeled 1)
shows the reduced sound amplitude A/A (T, ) at f=26.8
MHz during this sweep; A is related to the attenuation a
via the dependence A txexp( —aL). Next, at 1=11min,
the cryostat was stopped and, after 1 min, reaccelerated
to 0 =0.3 rad/sec. H was then swept from 0 to 2.2 mT,
again in 8 min [see Fig. 2(a)]. During this sweep [curve
2 in Fig. 2(b)], A showed considerable hysteresis with
respect to the signal obtained from the state that had
been created in the 2.2-mT field.
This initial experiment already yielded important data

on the existing vortex states in He-2: First, there
seemed to be at least two types of vortices, separated by

3294

VI

0.3
U
L

C: 0

2

1

p I

0

(a)

I

10
TIME (min)

20

(b)

,y~eJ, ~, pl= f -rp-]l~ II

p 8

0. 6 I

0 5 1 0
I

1 5
I

2 0
H(mTj

FIG. 2. (a) Sequence of 0 and H, explained in the text. (b)
Hysteretic change in the amplitude A of zero sound, in relation
to its value A(T, ) at the critical temperature, during a slow
magnetic-field sweep under rotation.

a transition at H ~ 2 mT. Second, the hysteresis implied
that we are dealing with a first-order phase change, as
expected.
Figure 3 shows data at f=26.8 MHz from a measure-

ment to investigate the stability of the low-H vortex at
p=26.7 bars and T/T, =0.9. The inset in Fig. 3(c) il-
lustrates the measuring sequence on the (H, Q) plane.
Initially, the sample was accelerated at H=O to a rota-
tion velocity Qo (0-3.5 rad/sec). Following this, a small
axial magnetic field, H„I=0.5 mT, was applied and the
sound amplitude A„,I. was measured. Next, H was swept
up to H „. „and then back to H„,p while the cryostat was
continuously rotated at 0 =00. A new measurement of
A at H„I then yielded information on the persistence of
the low-field vortices: If the signal remained the same,
the low-field vortices were still present in the experimen-
tal chamber, but if A had changed, they had lost their
stability against high-field vortices during the field
s~eep. Figure 3 shows that a diA'erent signal appeared,
at all experimentally used speeds of rotation, when H,. „
exceeded H, I

=4 mT, i.e., H, I is the catastrophe field at
which the low-field vortices become unstable.
The opposite check, a test for the stability of high-field

vortices, was done as follows: The reference sound am-
plitude was first measured when high-field vortices were
created at H=2. 5 mT. This value was then compared
with 8 obtained after successive sweeps of H from 2.5



VOLUME 53, NUMBER 1 2 JULY 1984

Persistent-Current Experiments on Superfluid 3He-B and 3He-A

J. P. Pekola, J. T. Simola, K. K. Nummila, and O. V. Lounasmaa
Low Temperature Laboratory, Helsinki University of TechnologyS, F-02750 Espoo 15, Finland

and

R. E. Packard
Department ofPhysics, University of California, berkeley, California 94720

(Received 20 April 1984)

We have investigated persistent flow of superfluid 'He with an ac gyroscope filled with 20-
p, m powder, In He-8, currents circulate undiminished for 48 h at least; this implies a
viscosity 12 orders of magnitude lower than in the normal fluid. In 'He-A, the current does
not persist. The observed critical velocity in He-8 at P ~ 12 bars is independent of tempera-
ture. At P ) 12 bars there are two regimes in the 8 phase: For example, at 29.3 bars the ul-
timate critical velocities are 5.4 and 7.8 mm/s, respectively.

PACS numbers: 67.5Q.Fi

%e present in this Letter results of persistent-
current experiments in He-8 and He-3; we have
obtained extensive data at eight different pressures.
A comparison with the recent results of Gammel,
Hall, and Reppy, ' at P=29 bars, reveals several
qualitative differences. For example, we see a re-
versible response of the superfluid to subcritical
speeds of rotation and have observed two regions in
the 8 phase with clearly different critical velocities;
we have also extended persistent-current measure-
ments from 1 to 48 h. By use of finer powder in
the experimental cell, critical velocities became
larger and the scatter of the data was thus consider-
ably reduced over the results of Ref. 1 ~

Our experiments were carried out in a rotating
nuclear refrigerator. The basic measuring device,
an ac gyroscope, is illustrated in Fig. 1. A metal
torus, packed with 20-p, m plastic powder, pfrms a
path for the circulating superfluid. This ring
(R = 22 mm, r = 3 mm) is supported by two sets of
mutually perpendicular hollow copper torsion tubes,
also used as the filling capillaries for the He sam-
ple. Torsional modes about the tubes are deter-
mined by angles 8 and ItI. The device is ac-driven
about 8 by a superconducting solenoid inside a
niobium shield; capacitive detectors are used for
monitoring the ItI motion.
%hen the ring is driven about 0 at the resonant

frequenCy tog2Tr Of the It mOde, the reSpOnSe due
to the angular momentum L= zL of the circulating
superfluid is ItIO= Q&L8ofI&to& , here 8o is the am-.
plitude of the drive motion and I@ and 0~ are
respectively the moment of inertia of the torus and
the quality factor of the resonance about the ItI axis.
In our apparatus, 0&= 20000, I&——30 g cm2, and
0I~/2n = 69.8 Hz; typically 8II——10 s rad giving

TORSION MEMBERS

—~CAPACITIVE DETECTOR

TORUS FILLED WITH
He AND PLASTIC
POWDER (-20 pm)

4-AXIS

Nb-SHIELD
p//

~SUPERCONDUCTING
SOLENOID

'r////////

Nb-PLATE

Ag SINTER

1 CM
VX////////////////////////////////////////////A

Pt NMR —THERMOMETER

FILLING CAPILLARY

FIG. 1. The ac gyroscope. The foot is thermally con-
nected to the nuclear refrigerator. For further explana-
tions, see text.

Ito=10 rad. In our mode of operation, with
toe )) co&, /II is insensitive to changes in the
resonant frequencies. The response Qo is detected
capacitively and the preamplifier output is fed back
to a self-resonating drive circuit. This technique
ensures a constant-amplitude drive, strictly at the
resonant frequency of the ItI mode. The minimum
observable change in L is 0.01 g cm2/s (—102it )
using 12-s integration time. Noise in the system is
mostly of mechanical origin.
The L sensitivity of the device can be calibrated

by means of the Coriolis effect: This force pro-
duces an additional torque about the It axis while
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Persistent currents in superfluid 3He-B & A 

Torus filled with 3He and powder: angular momentum L proportional to velocity

Gyroscope at rest after rotation: superfluid effects 100x smaller than Coriolis 

Persistent flow in B phase with damping time 450 h, none in A phase

J. Pekola, J. T. Simola, K. K. Nummila, O. V. Lounasmaa, R. E. Packard, PRL 53, 70 (1984) 
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“SINIS always works“

J. P. Pekola, private communication (2008).
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How does it work ? 

The miracle of Al oxide + advanced lift-off  lithography

T. Aref, A. Averin, S. van Dijken, A. Ferring, M. Koberidze, V. F. Maisi, H. Q. Nguyen, R. M. 
Nieminen, J. P. Pekola, L. D. Yao, JAP 116, 073702 (2014)

angle as described in Ref. 1. Our SET is fabricated by first
evaporating aluminum leads and an extra cigar shaped island
on an oxidized silicon chip. In Fig. 1(a), the aluminum struc-
tures are shifted towards the bottom of the micrograph and
have lower contrast than the copper parts. The extra island is
superfluous, but does not influence the operation of the de-
vice. After the deposition, the aluminum surface is oxidized
thermally and a copper layer is deposited with opposing
angle. The copper structures are shifted towards the top of
the micrograph and have higher contrast in the micrograph.
They form a second copy of the island contacting the alumi-
num leads and extra copper shadows of the leads which are
not operational. In addition, a gate electrode shown in bot-
tom is deposited simultaneously having the same metal
stacking as the leads.

After fabrication, the leads and the gate electrode are
wedge bonded with aluminum wires to a circuit board and
then connected to a cryostat. The SET is biased with volt-
age Vb and current I is measured. Current flows from one
aluminum lead to the other via the copper island. A voltage
Vg is applied to a gate electrode in order to vary the offset
charge ng of the island. In Fig. 1(b), we present measured
current I as a function of Vb as a colored red region. The
gate offset ng is swept over a full period of Coulomb oscil-
lation. The measurement was performed at the 50 mK base
temperature of a dilution refrigerator. Solid and dashed
black lines represent numerical calculations for ng¼ 1/2
and ng¼ 0, respectively, based on single-electron tunneling.
We determine the tunnel resistance RT¼ 75 kX from the as-
ymptotic slope, superconductor energy gap D¼ 210 leV
from the low bias regime where the current is suppressed,
and the charging energy Ec¼ 0.4 D from the Coulomb
modulations. The area of the tunnel junction A¼ 70 nm
" 120 nm is determined from the scanning electron micro-
graph of Fig. 1(a). The area A and the tunnel resistance
RT determine the transparency of the junction, RTA¼ 600
Xlm2, which is an essential parameter characterizing the
tunnel barrier.

Figure 1(c) presents a measurement similar to panel (b)
but in the subgap regime jeVbj < 2D on a much smaller cur-
rent scale. For a device with Ec<D, the subgap current is
dominated by two-electron Andreev tunneling,13,17 which
has a threshold at eVb¼62Ec. We determine an effective
conduction channel size Ach¼ 20 nm2 based on the slope of
the I-V curve. The result is in agreement with previous find-
ings and it is approximately an order of magnitude larger
than the theoretically expected value Ach,e# 2 nm2 giving
rise to an order of magnitude enhanced Andreev tunnel-
ing.10,12–14 Next, we utilize TEM images of a barrier, depos-
ited at the same process cycle as our SET, to demonstrate
that the larger conduction channel area can be attributed to
barrier thickness variations.

III. TRANSMISSION ELECTRON MICROSCOPY

A typical cross-sectional TEM image of the barrier is
shown in Fig. 2(a). The dark area on top is copper and the
light area at the bottom is aluminum. The tunnel barrier in
between consists of thermally grown aluminum oxide. The

barrier thickness distribution is determined from many simi-
lar images covering a large sample area and the result is
shown in Fig. 2(b). The thickness of the barrier varies from
0.5 nm to 4 nm with a mean value of 1.7 nm.

We next calculate the conductance based on the thick-
ness profile. We use a simple approach to divide the tunnel
junction into several smaller areas and consider them sepa-
rately as parallel tunnel junctions with uniform barrier thick-
ness. The total conductance of the junction is obtained by
summing the conductances of all areas. To model the con-
ductance per area, we employ a model that describes tunnel-
ing through a trapezoidal potential barrier.18 In our
junctions, the asymmetric barrier profile is due to a differ-
ence in barrier height at the Al/AlOx and AlOx/Cu interfa-
ces. Based on previous experiments,19 we assume the barrier
height difference to be du ¼ 0:25 eV. The conductance per
unit area of a tunnel junction at low bias voltage,
eVb$ /max, and temperature, kBT $ /max, is

gT ¼
dJ

dVb

!!!!
Vb¼0

¼ me2

2p2!h3

ð0

%EF

d!xP !xð Þ: (1)

Here /max is the maximum height of the tunnel barrier, J is
the current density in the junction, m the effective mass of the
electron, and EF is the smaller Fermi energy of the two metals.
P(!x) is the tunneling probability for transversal energy !x,
which according to the WKB approximation has the form

P !xð Þ ¼ exp %
ffiffiffiffiffiffi
8m
p

!h

ðx2

x1

dx
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/ xð Þ %!x

p
 !

; (2)

FIG. 2. Transmission electron micrograph of an aluminum oxide tunnel bar-
rier between aluminum and copper. (b) The distribution for the thickness d
of the aluminum oxide layer in solid blue bars and the resulting conductance
GT for each bin as open red bars.

073702-2 Aref et al. J. Appl. Phys. 116, 073702 (2014)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
147.173.66.41 On: Mon, 10 Nov 2014 11:43:32



Electronic cooling



Electronic cooling

First demonstration of electronic cooling in a NIS junction in a single junction: 
M. Nahum, T. M. Eiles & J. M. Martinis, APL 65, 3123 (1994).

What is stronger than a turk ?

M. M. Leivo, J. P. Pekola, D. V. Averin, APL 68, 1996 (1996).

several refrigeration curves starting at various ambient tem-
peratures at Vre f r50. Note that maximum cooling power is
now obtained at Vre f r.2D/e because of two junctions in-
volved. From the position of the temperature dips we get
D5180 meV. We see that the drop in temperature is im-
mensely improved over that of the single junction configu-
ration. Solid lines in Fig. 3 show the theoretical fit which was
obtained within the same model as for the single-junction
configuration with the two modifications. We do not have
heat conductance k this time, and we need to solve the bal-
ance equations simultaneously for the energy and electric
current in order to determine the electric potential of the
island. The best fit shown in Fig. 3 corresponds to S
54 nW/K5 mm3. The fit can be classified as reasonable,
although there are some obvious discrepancies between the
data and the theory. Possible origins of these discrepancies
include an oversimplified model of electron-phonon heat
transfer on the theory side, and poor calibration of the ther-
mometer toward higher temperatures on the experimental
side. The inset in Fig. 3 shows the maximum cooling power
as a function of temperature deduced from this fit, together
with the analytical dependence obtained by summing Eq. ~2!
over the two junctions. We see that the simple analytical
expression ~2! gives a very accurate description of the lower-
temperature cooling power.

We note in passing that the experiment described above
provides a more transparent alternative interpretation of the
previous experiments on the enhancement of superconduc-

tivity in the SIS8IS structures.9 It implies that the reason for
the stimulation of super-conductivity in the central electrode
of the SIS8IS structure might not be the formation of the
nonequilibrium distribution of quasiparticles inside this
electrode,9,10 but simply a decrease in its temperature.

Before concluding we would like to mention that the
next step in the development of a practical NIS refrigerator
could be further optimization of the refrigerator performance
with respect to the resistance RT of the insulator barrier. As
we saw above, the cooling power of the refrigerator increases
with decreasing RT . For a fixed junction area this trend
would continue only up to an optimal resistance, at which
point the transport starts to be dominated by Andreev
reflection.3 The theoretical limit for the maximum cooling
power density is on the order of 1028 W/mm 2 for aluminum
junctions and should be reached in the junctions with unre-
alistically low specific resistances on the order of 1022 V
3mm2. In practice the limiting factors will be the techno-
logical ability to fabricate uniform tunnel barriers with high
transparency, and, conceivably, the heat leakage through
these tunnel barriers to the central island.

In conclusion, we have shown that the nominally sym-
metric SINIS structure can be used as an efficient Peltier
refrigerator. One of the advantages of the symmetric struc-
ture is that it is easier to fabricate than the asymmetric
single-junction configuration. Besides this, SINIS structure
provides more efficient thermal insulation of the central elec-
trode, which allowed us to demonstrate a temperature drop
of about 200 mK starting from 300 mK. The achieved cool-
ing power density was approximately 2 pW/mm2, with the
total power being 1.5 pW at T5300 mK.

The authors gratefully acknowledge useful discussions
with K. Likharev and M. Paalanen. This work was supported
in part by the Academy of Finland and ONR grant No.
N00014-95-1-0762.
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FIG. 3. SINIS refrigerator performance at various starting temperatures.
Notations are the same as in Fig. 2. Dots are the experimental data, while the
solid lines show the theoretical fit with one fitting parameter S for all
curves. The inset shows the cooling power P @pW# from the fits ~dots!,
together with the analytical result from Eq. ~2!.
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Figures 1~a! and 1~b! show, respectively, a schematic
diagram of the SINIS structures studied in our experiments
and the corresponding antiferromagnetic image of the struc-
ture. Four tunnel junctions were fabricated around a normal
metal ~Cu! central electrode and four superconducting ~A1!
external electrodes. The electrodes were made with electron
beam lithography using the shadow mask evaporation tech-
nique. The tunnel junctions were formed by oxidation in
pure oxygen between the two metallization steps. Two junc-
tions at the edges with larger areas were used for refrigera-
tion, while the pair of smaller junctions in the middle was
used as a thermometer. A floating measurement of voltage
across the two thermometer junctions at a constant bias cur-
rent was used to measure temperature in the same way as in
the simpler one junction case.4

Prior to our experiments with the SINIS refrigerator we
repeated measurements in the geometry of Nahum et al.1 In
our case the refrigerating junction had a resistance of RT
57.8 kV, the copper island was 10 mm long, 0.3 mm wide,
and 35 nm thick. Results of the measurements of the electron
temperature in the island as a function of refrigerator voltage
Vre f r for several starting temperatures at Vre f r50 are shown
in Fig. 2. We see that only a few per cent refrigeration can be
obtained, as expected.

Solid lines in Fig. 2 represent a theoretical fit obtained
within the standard model of electron energy relaxation.5–7
Within this model, we assume that the electron-electron col-
lision rate is large so that the electrons maintain an equilib-
rium distribution characterized by the temperature T, which
is in general different from the lattice temperature Tl . The
rate of energy transfer from electrons to phonons is then:7

Pl5SU(T52Tl
5), where S is a constant which depends on

the strength of electron-phonon coupling, and U is the vol-
ume of the island. Another element of the fitting process is a
heat conductance k of the biasing SN contact. ~For simplic-
ity, we neglect temperature dependence of k, since the tem-
perature range of interest in Fig. 2 is not very large.! The
value of the superconductor gap D is almost fixed by the
position of the temperature dips in the refrigeration curves
~Fig. 2! and is taken to be 155 meV for this sample. Solving
numerically the equation P5Pl1k(T2Tl), where P is the
cooling power ~1! we can calculate T as a function of
Vre f r . The fit in Fig. 2 is obtained in this way with S50.9
W/K5 mm3 and k58 pW/K. For comparison, the dashed line
shows the fit obtained for the lowest-temperature curve with-
out k; in this case S51.4 nW/K5 mm3. Although there is no
drastic disagreement with the data even in this case, we see
that k improves the fit considerably.

To see whether the value of the heat conductance k de-
duced from the fit in Fig. 2 is reasonable, we calculated the
heat conductance of the SN contact with perfect electron
transparency at low temperatures, using the method devel-
oped in:8,3

k5
2D

e2RN
S 2pD

kBT
D 1/2 expS 2

D

kBT
D . ~3!

Making use of the gap value and temperature corresponding
to Fig. 2 we get from this equation that k58 pW/K corre-
sponds to the normal-state contact resistance RN on the order
of 100 Ohm, which is of the same order of magnitude as in
the experiment. ~It is difficult to obtain a precise value of the
contact resistance because it is much less than the resistance
of the tunnel junction.!

Figure 3 shows our main results with the SINIS refrig-
erator of Fig. 1. The two refrigerating junctions had resis-
tances RT51.0 and 1.1 kV, respectively, and the island was
5 mm long, 0.3 mm wide, and 35 nm thick. In Fig. 3 we see

FIG. 1. ~a! The schematics of the SINIS refrigerator used in the measure-
ments, and ~b! an AFM image of the actual structure.

FIG. 2. Results of the NIS single junction experiment: temperature T of the
N-electrode vs refrigerator voltage Vre f r . Dots and solid lines show, respec-
tively, experimental data and the theoretical fit including heat conductance
of the biasing contact. For comparison, the dashed line shows the fit without
the heat conductance.
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diagram of the SINIS structures studied in our experiments
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ture. Four tunnel junctions were fabricated around a normal
metal ~Cu! central electrode and four superconducting ~A1!
external electrodes. The electrodes were made with electron
beam lithography using the shadow mask evaporation tech-
nique. The tunnel junctions were formed by oxidation in
pure oxygen between the two metallization steps. Two junc-
tions at the edges with larger areas were used for refrigera-
tion, while the pair of smaller junctions in the middle was
used as a thermometer. A floating measurement of voltage
across the two thermometer junctions at a constant bias cur-
rent was used to measure temperature in the same way as in
the simpler one junction case.4

Prior to our experiments with the SINIS refrigerator we
repeated measurements in the geometry of Nahum et al.1 In
our case the refrigerating junction had a resistance of RT
57.8 kV, the copper island was 10 mm long, 0.3 mm wide,
and 35 nm thick. Results of the measurements of the electron
temperature in the island as a function of refrigerator voltage
Vre f r for several starting temperatures at Vre f r50 are shown
in Fig. 2. We see that only a few per cent refrigeration can be
obtained, as expected.

Solid lines in Fig. 2 represent a theoretical fit obtained
within the standard model of electron energy relaxation.5–7
Within this model, we assume that the electron-electron col-
lision rate is large so that the electrons maintain an equilib-
rium distribution characterized by the temperature T, which
is in general different from the lattice temperature Tl . The
rate of energy transfer from electrons to phonons is then:7
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5), where S is a constant which depends on

the strength of electron-phonon coupling, and U is the vol-
ume of the island. Another element of the fitting process is a
heat conductance k of the biasing SN contact. ~For simplic-
ity, we neglect temperature dependence of k, since the tem-
perature range of interest in Fig. 2 is not very large.! The
value of the superconductor gap D is almost fixed by the
position of the temperature dips in the refrigeration curves
~Fig. 2! and is taken to be 155 meV for this sample. Solving
numerically the equation P5Pl1k(T2Tl), where P is the
cooling power ~1! we can calculate T as a function of
Vre f r . The fit in Fig. 2 is obtained in this way with S50.9
W/K5 mm3 and k58 pW/K. For comparison, the dashed line
shows the fit obtained for the lowest-temperature curve with-
out k; in this case S51.4 nW/K5 mm3. Although there is no
drastic disagreement with the data even in this case, we see
that k improves the fit considerably.

To see whether the value of the heat conductance k de-
duced from the fit in Fig. 2 is reasonable, we calculated the
heat conductance of the SN contact with perfect electron
transparency at low temperatures, using the method devel-
oped in:8,3

k5
2D

e2RN
S 2pD

kBT
D 1/2 expS 2

D

kBT
D . ~3!
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sponds to the normal-state contact resistance RN on the order
of 100 Ohm, which is of the same order of magnitude as in
the experiment. ~It is difficult to obtain a precise value of the
contact resistance because it is much less than the resistance
of the tunnel junction.!

Figure 3 shows our main results with the SINIS refrig-
erator of Fig. 1. The two refrigerating junctions had resis-
tances RT51.0 and 1.1 kV, respectively, and the island was
5 mm long, 0.3 mm wide, and 35 nm thick. In Fig. 3 we see
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Figure 2 shows both the schematic drawing and an example
of a scanning electron microscope !SEM" image of such a
cooler. The coolers were fabricated using silicon nitride me-
chanical masks.9 To allow the fabrication of the quasiparticle
traps, three shadows are created. First, a layer of copper !the
trap" is deposited at an angle. This is immediately followed
by a deposition of aluminum at another angle forming a
shadow shifted by a few microns. Aluminum is then oxi-
dized and one more shadow is deposited at a third angle to
form the copper island, at a distance d #see Fig. 2 !b"$ from
the trap. The island overlaps the oxidized aluminum to form
the junctions. The sample without the quasiparticle traps is
made without the first shadow but otherwise similarly. The
small NIS junctions at the ends of the island again serve as
thermometers.

Figure 3 shows the maximum temperature drop for five
different samples of large SINIS cooler junctions. One can-
not compare the performance of different samples quantita-
tively from the main figure directly, because the junction
resistances (RT) are not equal. Clear qualitative conclusions
can, however, be made, especially based on the low tempera-
ture behavior. The sample with no quasiparticle trap !filled
circles", the one with the trap at a distance d!1 %m, but
with an aluminum oxide layer between the two metals form-
ing the bilayer !open down-triangles", and the one with the
trap in metal–to–metal contact at d!5 %m !filled up-
triangles" tend to heat up at Tb&200mK. The sample shown
with open down-triangles had a similar oxide layer between
the superconductor and the copper layers to what was used to
form the oxide barrier in the !SI"NIS junctions. In the two
remaining samples, the one shown with open squares and the
one with filled diamonds, the copper–to–aluminum direct
metal–to–metal contact is at a distance of less than 1 %m.
One can see that in both cases the cooling performance is
superior down to 200 mK and beyond. The difference in
performance between these two samples can be explained
qualitatively by the difference of RT in them. !A separate
control measurement of a sample with two different values
of d from the same fabrication batch were also performed to
confirm the conclusion." The maximum cooling power in the
sample shown with open squares, at Tb!200mK, is about
7 pW.

Theory: Let us consider the NIS structure presented in
Fig. 2!b" !all the geometrical notations will refer to this fig-
ure", where the electrons pass from the normal metal into the
superconductor. The other junction of the SINIS structure
can be treated in a similar manner. By '(x) we denote the
nonconstant energy gap of the superconductor. We take the
gap energy in a bare Al film to be '0!200%eV, and in the
bilayer region 'N"'0 because of the proximity effect, in the
case of direct metal–to–metal contact between Cu and Al.
The excess quasiparticles in the junction region can disap-
pear or change their energy mainly by one of the following
processes: interaction with each other, diffusion, recombina-
tion, inelastic scattering on the lattice, and tunneling back
into the normal metal. All the last three phenomena heat the
normal electrode. To avoid this, we have to decrease the
population of the quasiparticle levels by faster diffusion.

Using the energy dependent quasiparticle group velocity,
(() ,x)!(F!1##'(x)/)$2, where (F is the Fermi velocity,
one can deduce the diffusion constant: D() ,x)
!#(() ,x)/(F$Dn .11 Here Dn is the diffusion constant of the
normal Al film. In the assumption that all the processes are
local and if we assign the effective temperatures Ts(x) and
Tn to the quasiparticles !in the superconductor" and electrons
!in the normal metal", respectively, the diffusion equation of
the quasiparticles can be written in the form of a second
order differential equation:
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FIG. 3. Performance of large junction SINIS coolers. Tb on the horizontal
axis is the starting temperature, and Tmin is the temperature of the normal
electrode at the optimum bias for cooling. The five samples are otherwise
similar, but the differing parameters are such that: filled circles–no quasi-
particle trap connected, 2RT%630-; down triangles–quasiparticle trap
through an oxide layer at d!1 %m, 2RT%280-; up triangles–
quasiparticle trap in metal–to–metal contact at d!5 %m, 2RT%70-; open
squares–quasiparticle trap in metal–to–metal contact at d!1 %m, 2RT
%230-; filled diamonds–quasiparticle trap in metal–to–metal contact at
d!1 %m, 2RT%50- . The film thickness of the copper trap, aluminum and
the normal metal island was 30, 25, and 35 nm, respectively.

FIG. 2. The SEM image !a" of a large SINIS cooler used in this work, with
junction area .10 %m2 and its schematic illustration !b" from above !up"
and in cross-section !down". The cooling junction is in the range #0,l$ ,
while the bilayer trap starts at the distance l trap from the origin. The param-
eter l0 is defined such that '(x)!'N for x.l0 . The thick line on top of the
Al film #!b" down$ represents the oxide layer and forms the junction in the
range #0,l$ .
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Figure 2 shows both the schematic drawing and an example
of a scanning electron microscope !SEM" image of such a
cooler. The coolers were fabricated using silicon nitride me-
chanical masks.9 To allow the fabrication of the quasiparticle
traps, three shadows are created. First, a layer of copper !the
trap" is deposited at an angle. This is immediately followed
by a deposition of aluminum at another angle forming a
shadow shifted by a few microns. Aluminum is then oxi-
dized and one more shadow is deposited at a third angle to
form the copper island, at a distance d #see Fig. 2 !b"$ from
the trap. The island overlaps the oxidized aluminum to form
the junctions. The sample without the quasiparticle traps is
made without the first shadow but otherwise similarly. The
small NIS junctions at the ends of the island again serve as
thermometers.

Figure 3 shows the maximum temperature drop for five
different samples of large SINIS cooler junctions. One can-
not compare the performance of different samples quantita-
tively from the main figure directly, because the junction
resistances (RT) are not equal. Clear qualitative conclusions
can, however, be made, especially based on the low tempera-
ture behavior. The sample with no quasiparticle trap !filled
circles", the one with the trap at a distance d!1 %m, but
with an aluminum oxide layer between the two metals form-
ing the bilayer !open down-triangles", and the one with the
trap in metal–to–metal contact at d!5 %m !filled up-
triangles" tend to heat up at Tb&200mK. The sample shown
with open down-triangles had a similar oxide layer between
the superconductor and the copper layers to what was used to
form the oxide barrier in the !SI"NIS junctions. In the two
remaining samples, the one shown with open squares and the
one with filled diamonds, the copper–to–aluminum direct
metal–to–metal contact is at a distance of less than 1 %m.
One can see that in both cases the cooling performance is
superior down to 200 mK and beyond. The difference in
performance between these two samples can be explained
qualitatively by the difference of RT in them. !A separate
control measurement of a sample with two different values
of d from the same fabrication batch were also performed to
confirm the conclusion." The maximum cooling power in the
sample shown with open squares, at Tb!200mK, is about
7 pW.
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Fig. 2!b" !all the geometrical notations will refer to this fig-
ure", where the electrons pass from the normal metal into the
superconductor. The other junction of the SINIS structure
can be treated in a similar manner. By '(x) we denote the
nonconstant energy gap of the superconductor. We take the
gap energy in a bare Al film to be '0!200%eV, and in the
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case of direct metal–to–metal contact between Cu and Al.
The excess quasiparticles in the junction region can disap-
pear or change their energy mainly by one of the following
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normal Al film. In the assumption that all the processes are
local and if we assign the effective temperatures Ts(x) and
Tn to the quasiparticles !in the superconductor" and electrons
!in the normal metal", respectively, the diffusion equation of
the quasiparticles can be written in the form of a second
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We demonstrate both theoretically and experimentally two limiting factors in cooling electrons using
biased tunnel junctions to extract heat from a normal metal into a superconductor. First, when the
injection rate of electrons exceeds the internal relaxation rate in the metal to be cooled, the electrons do
not obey the Fermi-Dirac distribution, and the concept of temperature cannot be applied as such.
Second, at low bath temperatures, states within the gap induce anomalous heating and yield a theoretical
limit of the achievable minimum temperature.

DOI: 10.1103/PhysRevLett.92.056804 PACS numbers: 73.50.Lw, 05.70.Ln, 72.15.Lh, 74.50.+r

Refrigerators are generally characterized by their cool-
ing power, coefficient of performance, and operating
temperature under various working conditions. To assign
a temperature to a system, one needs to assume that the
energy relaxation within the system is faster than any rate
associated with the heat flux between the system in con-
cern and its surroundings. If this condition fails, the
energy distribution of the particles of which the system
is formed is nonthermal, and applying the concept of
temperature is, strictly speaking, inappropriate. Such a
limit can be achieved in submicron-size coolers at low
temperatures. The structure we study is a symmetric con-
figuration of a NIS refrigerator [1], formed by a series con-
nection of two superconductor (S)-insulator (I)-normal
metal (N) tunnel junctions sharing the N island to be
cooled in between them (SINIS) [2]. We demonstrate two
striking phenomena occurring in these electron micro-
coolers at low temperatures: evidence of nonthermal en-
ergy distribution of the cooled electrons and reentrant
behavior with anomalous heating at low-bias voltages.
The cooler performance is typically limited by coupling
of the electrons to the underlying lattice (electron-
phonon, e-p coupling). This has, however, strong depen-
dence on temperature T: relaxation rate !!1

e-p slows down
on lowering T typically as !!1

e-p / T3[3]. Consequently, at
low enough temperature, characteristically around
100 mK, the behavior of the cooler can be described as
if the lattice would not exist at all. The interplay of the
rates for e-p, electron-electron (e-e), and the injection
through the junctions determines the distribution in the
normal metal. If e-p or e-e rates are fast, the system
assumes Fermi-Dirac energy (E) distribution f0"E; Te#:

f0"E; Te# $
1

1% exp"E=kBTe#
: (1)

In the limit of very strong e-p relaxation, Te equals the
temperature of the lattice.We call this equilibrium. On the
other hand, if e-p relaxation is slow, and e-e relaxation is
fast, Te is, in general, different from the lattice tempera-
ture (quasiequilibrium). Finally, the slow e-e relaxation
as compared to the injection rates implies that the elec-
trons assume a nonequilibrium energy distribution f"E#,
which cannot be written as Eq. (1) [4,5], and it is not
possible to assign a true temperature to them.

Our discussion is motivated by a puzzling experi-
mental observation in many coolers at temperatures be-
low or around 100 mK [6]. Figure 1 shows in (a) a typical
SINIS cooler. The device has been fabricated by stan-
dard electron beam lithography. The central part forms
the N island of copper (purity nominally 99:9999%). The

FIG. 1. Scanning electron micrograph of a typical cooler
sample in (a), and cooling data in (b), where voltage VP across
the probe junctions in a constant current bias (28 pA) is shown
against voltage VC across the two injection junctions. Cryostat
temperature, corresponding to the electron temperature on the
N island at VC $ 0is indicated on the right vertical axis. Below
100 mK this correspondence is uncertain, because of the lack
of calibration and several competing effects to be discussed in
the text.
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The Brownian refrigerator

Johnson-Nyquist noise of the resistor can bias
a NIS cooler
Cooling obtained if !"#~Δ.
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FIG. 1. (Color online) (a) Illustration of an environment-assisted
tunneling event in an NIS junction. Voltage fluctuations generated by
the electromagnetic environment of the junction provide the energy
E′ − E for the electron at E to tunnel to available states at E′ on
the superconductor side above the energy gap. For positive E′ − E,
P (E′ − E) is the probability density for the quasiparticle to emit
energy E′ − E to the environment, whereas P (E − E′) describes the
probability to absorb the energy E′ − E. Removal of high-energy
electrons above the Fermi energy EF (E ! 0, marked with the dotted
line) results in refrigeration of the N island. V denotes a constant dc
bias voltage across the junction. For the Brownian refrigeration effect,
V = 0, and only a fluctuating voltage over the junction is present.
(b) Electrical diagram of the resistor (resistance R, temperature TR)
and the NIS junction (normal-state tunnel resistance RT; temperatures
TN and TS for the normal metal N and superconductor S, respectively).
The parallel capacitance C includes the junction capacitance and a
possible shunt capacitor. The N side of the junction can be connected
to the resistor via a superconducting line with a direct NS contact.
(c) Thermal diagram of the system. The NIS tunnel junction acts as
a Brownian refrigerator (BR) between the normal metal island and
the superconducting electrode. Q̇N, Q̇S, and Q̇R denote heat flows
in the system. Heat is carried by tunneling electrons in Q̇N and Q̇S,
whereas the resistor is coupled to the NIS junction only via voltage
fluctuations, and the heat exchange can be described in terms of
photonic coupling. Pext denotes the externally applied power needed
to raise TR over TN. The electrons in the resistor, superconductor, and
the normal metal island are assumed to be thermally coupled to the
lattice phonons, described as a heat bath at temperature T0.

The resistor and the junction can be connected by super-
conducting lines that efficiently suppress the normal electronic
thermal conductance. Alternatively, the coupling can be
capacitive instead of a direct galvanic connection, allowing one
to neglect the remaining quasiparticle thermal conductance.24

In both cases, the N electrode of the junction can be connected
to the superconducting line via a direct metal-to-metal SN
contact, which provides perfect electrical transmission but,
due to Andreev reflection, exponentially suppresses heat flow
at temperatures below the superconductor energy gap.18,25 The
size of the normal metal island is assumed to be small enough
(small resistance compared to the tunnel resistance) to ignore
the direct Joule heating by the voltage fluctuations. One should
further keep in mind that, in an on-chip realization, the two
subsystems, i.e., the NIS junction and the resistor typically in
the form of a thin strip of resistive metal such as chromium,

are connected through substrate phonons. However, with a
careful design and with low substrate temperature, unwanted
heat flow via electron-phonon coupling from the resistor to the
junction can be reduced to a sufficiently low level in a practical
realization of the device.

The text is organized as follows. In Sec. II, we first expand
the analysis presented in Ref. 10 of a single hybrid junction
exposed to the noise of a hot resistor. In particular, we give a
transparent picture of the mechanism of Brownian refrigera-
tion in this system and we make a systematic analysis in terms
of different parameters affecting the cooling performance.
In Sec. III, we present quantitative considerations of entropy
production in the system. We move on to Sec. IV to analyze a
single-electron transistor (SET) configuration, consisting of a
double junction SINIS refrigerator subjected to thermal noise;
here, charging effects of the small N island become relevant,
and the heat currents can be controlled by a capacitively
coupled gate electrode. In Sec. V, we discuss briefly more
general, non-ohmic dissipative environments. Section VI
considers the refrigeration by nonequilibrium fluctuations,
e.g., by shot noise generated in another voltage-biased tunnel
junction, instead of the thermal noise in an ohmic resistor.
Finally, in Sec. VII, we discuss practical aspects toward an
experimental realization of the Brownian refrigeration device.

II. A HYBRID TUNNEL JUNCTION

The operation principle of the Brownian tunnel junction
refrigerator is illustrated in Fig. 1(a), showing how an electron
in the normal metal can absorb energy E′ − E and tunnel
into an available quasiparticle state above the energy gap !
in the superconductor. Figures 1(b) and 1(c) display electric
and thermal diagrams of the system, respectively. To calculate
heat flows in the combined system of the NIS junction
and the resistor, we utilize the standard P (E) theory (for a
review, see Ref. 26) describing a tunnel junction embedded
in a general electromagnetic environment.27 This circuit is
characterized by a frequency-dependent impedance Z(ω) at
temperature TR in parallel to the junction. To illustrate the
effects of the environment, we mainly deal with the special
case of a resistive environment with Z(ω) ≡ R frequency-
independent in the relevant range. The theory is perturbative
in the tunnel conductance, and we assume a normal-state
tunneling resistance RT ≫ RK, where RK ≡ h/e2 ≃26 k# is
the resistance quantum.

A. Heat fluxes for a single junction in a dissipative environment

We start by writing down the heat fluxes associated to
quasiparticle tunneling in a general hybrid junction biased
by a constant voltage V , with normalized density of states
(DOS) ni(E) in each electrode (i = 1,2). We assume that the
two conductors are at (quasi)equilibrium, i.e., their energy
distribution functions obey the Fermi-Dirac form fi(E) =
1/[1 + exp(βiE)] with the inverse temperature βi = (kBTi)− 1.
Here, importantly, the temperatures Ti need not be equal,
and the energies are measured with respect to the Fermi
level. In general, the electrode temperatures are determined
consistently by the various heat fluxes in the complete system,
usually via coupling to the lattice phonons.
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The net heat flux out of electrode i is given by

Q̇i = 1
e2RT

∫ ∞

−∞

∫ ∞

−∞
dE dE′ni(E)Efi(E)P (E − E′)

× {nj (E′ + eV )[1 − fj (E′ + eV )].

+ nj (E′ − eV )[1 − fj (E′ − eV )]}, (1)

which assumes the symmetries ni(E) = ni(−E) and
fi(−E) = 1 − fi(E). In the case of Brownian refrigeration at
V = 0, the heat transport at Ti = Tj is only due to fluctuations
in the environment. Equation (1) simplifies to10

Q̇i = 2
e2RT

∫ ∞

−∞

∫ ∞

−∞
dE dE′n1(E)n2(E′)Ei

× f1(E)[1 − f2(E′)]P (E − E′), (2)

with E1 = E and E2 = −E′, giving the heat extracted from
electrode i. On the other hand, Ei = E′ − E for heat extracted
from the environment, manifesting the conservation of energy.
The function P (E) is obtained as the Fourier transform

P (E) = 1
2πh̄

∫ ∞

−∞
dt exp[J (t) + iEt/h̄], (3)

with the phase-phase correlation function J (t) defined as

J (t) = ⟨ϕ(t)ϕ(0)⟩ − ⟨ϕ(0)ϕ(0)⟩

= 1
2π

∫ ∞

−∞
dω Sϕ(ω)[e−iωt − 1]. (4)

Here, Sϕ(ω) is the spectral density of the phase fluctuations
ϕ(t) across the junction, i.e., the average value of ϕ(t) satisfies
⟨ϕ(t)⟩ = 0. For a given Z(ω) and a temperature kBTR = β−1

R of
the environment, the uniquely defined P (E) can be interpreted
as the probability density per unit energy for the tunneling
particle to exchange energy E with the environment,26 with
E > 0 corresponding to emission and E < 0 to absorption.
The function J (t) in Eq. (4) can then be written as

J (t) = 2
∫ ∞

0

dω

ω

Re [Zt (ω)]
RK

{coth(βRh̄ω/2)

× [cos(ωt) − 1] − i sin(ωt)}. (5)

Here, Zt (ω) = 1/[iωC + Z−1(ω)] is the total impedance as
seen from the tunnel junction, i.e., a parallel combination of
the “external” impedance Z(ω) and the junction capacitance
C. Inserting J (t) from Eq. (5) into Eq. (3), one importantly
finds that P (E) is (1) positive for all E, (2) normalized to unity,
and (3) satisfies detailed balance P (−E) = exp(−βRE)P (E).
To relate P (E) and J (t) to more physical quantities, we use
the fundamental defining relation between the phase ϕ(t)
and the voltage fluctuation δV (t) across the junction. We
have ϕ(t) = (e/h̄)

∫ t

−∞ dt ′δV (t ′), from which it follows that
Sϕ(ω) is connected to the voltage noise spectral density SV (ω)
at the junction via Sϕ(ω) = (e/h̄)2SV (ω)/ω2. Furthermore,
P (E) is well approximated in the limit πR/RK ≫ βREC by a
Gaussian of width s =

√
2ECkBTR centered at EC ≡ e2/(2C),

the elementary charging energy of the junction.26 Lowering R
transforms P (E) toward a delta function at E = 0.

B. Results for an NIS junction

The main result of Sec. II A, Eq. (2), applies to a generic
tunnel junction between conductors 1 and 2. An important

special case is an NIS junction, where a BCS density of states
with energy gap & in S and approximately constant DOS in
N near EF make this system a particularly important example.
In the following, we will consider the heat flows for an NIS
junction with nN(E) ≡ 1, and a smeared BCS DOS

nS(E) =
∣∣∣∣∣Re

[
E + iγ

√
(E + iγ )2 − &2

]∣∣∣∣∣ (6)

in the superconductor. Here, the small parameter γ describes
the finite lifetime broadening of the ideally diverging BCS
DOS at the gap edges.28 In all the numerical calculations to
follow, we assume & = 200 µeV (aluminum) and γ = 1 ×
10−5&, unless noted otherwise. We limit to low temperatures
so that the temperature dependence of & can be neglected.
Assuming electrode 1 (2) to be of N (S) type in Eq. (2), we
find explicitly

Q̇N = 2
e2RT

∫ ∞

−∞

∫ ∞

−∞
dE dE′nS(E′)E

× fN(E)[1 − fS(E′)]P (E − E′) (7)

and

Q̇S = 2
e2RT

∫ ∞

−∞

∫ ∞

−∞
dE dE′nS(E′)(−E′)

× fN(E)[1 − fS(E′)]P (E − E′) (8)

for the heat extracted from N and S, respectively. In Fig. 2,
we compare the numerically calculated cooling powers Q̇N for
R = 10RK and R = 0.5RK as a function of TR/TN at various
charging energies EC, i.e., capacitances C. The temperatures
are fixed to kBTN = kBTS = 0.1&. Looking at the qualitative
behavior of Q̇N, we notice that Q̇N > 0 in a large temperature
range TN < TR < T max

R , indicating refrigeration of the normal

FIG. 2. (Color online) Cooling power Q̇N from Eq. (7) for
R = 10RK (dashed lines) and R = 0.5RK (solid lines) at various
values of &/EC. Notice that for & > EC better cooling power is
obtained with large R, whereas for & ! EC the larger cooling power
is found with R = 0.5RK. The R = 10RK curves fall below the
R = 0.5RK ones around & ≈ 1.5EC. The dash-dotted lines show the
analytical approximation discussed in Appendix A, valid for R ≫ RK

and kBTN ≪
√

2ECkBTR, and capturing most of the cooling effect.
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We present experiments on a superconductor–normal-metal electron refrigerator in a regime where
single-electron charging effects are significant. The system functions as a heat transistor; i.e., the heat flux
out from the normal-metal island can be controlled with a gate voltage. A theoretical model developed
within the framework of single-electron tunneling provides a full quantitative agreement with the
experiment. This work serves as the first experimental observation of Coulombic control of heat transfer
and, in particular, of refrigeration in a mesoscopic system.
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In conventional transistors such as a field-effect or
single-electron transistor [1], the electric current or voltage
is controlled by a gate. More recently, a different kind of
working principle was demonstrated in mesoscopic struc-
tures: the electron transport can also be controlled by
manipulating the quasiparticle temperature, i.e., the energy
distribution of charge carriers [2,3]. In these experiments,
such manipulation resulted typically in an increase of
electronic temperature. In subsequent experiments, the
supercurrent of a superconductor–normal-metal–super-
conductor (SNS) Josephson junction was controlled not
only by heating but also by cooling the electrons in the
active region [4]. A typical electron refrigerator consists of
a SNS system with two insulating barriers (I) defining a
SINIS tunnel structure [5]. Biasing the device with a
voltage of approximately twice the superconducting en-
ergy gap results in extraction of heat from the N island, and
hence a drop in its temperature. Ultrasmall structures
operated at low temperatures display pronounced charging
effects which may profoundly affect the heat transport
dynamics in mesoscopic systems.

In this Letter, we investigate a SINIS structure with very
small tunnel junctions which behaves as a gate-controlled
single-electron refrigerator. In such a system, we demon-
strate experimentally gate modulation of the heat flux by
more than a factor of 3. Our experimental findings are
successfully explained through a model which associates
the thermal current with single-electron tunneling [6]. This
structure provides an ideal framework for the investigation
of the interplay between charging effects and heat transport
at mesoscopic scale.

Figure 1(a) shows the measured heat transistor with a
sketch of the measurement setup. The core of the sample
consists of an N island, tunnel coupled to four supercon-
ducting leads, and a gate electrode with capacitive cou-
pling to the island. Like in an ordinary single-electron
transistor, the charging energy penalty for tunneling elec-
trons can be modulated by the gate voltage. As we shall

show in the following, in the heat transistor under suitable
bias conditions, Coulomb blockade allows the modulation
of both the electric current and the heat flux. For a direct
verification of the Coulomb blockade effect, we also fab-
ricated and measured a reference sample with the same
geometry and parameters, except for large capacitor pads
(area 5" 104 !m2) attached to the island with normal-
metal–superconductor (NS) contacts, thus suppressing the
charging energy but ideally maintaining the thermal iso-
lation of the N island. In the actual heat transistor we
preserved only small superconducting protrusions instead
of the large pads in order to maintain the same topology
with a minimal effect on the charging energy. The samples
were fabricated with electron beam lithography and three-

FIG. 1 (color online). (a) Scanning electron micrograph of the
heat transistor, showing also the measurement setup. In the
middle, the normal-metal (Cu) island subjected to cooling.
Four superconducting probes (Al) with Al-Ox tunnel junctions
can be seen above, and truncated capacitor plates (Al) with direct
NS contacts on the left and right. (b) Theoretical heat flow from
the N island at the optimal bias point at different temperatures as
a function of the gate voltage. T denotes the common tempera-
ture of the island electrons and quasiparticles in the supercon-
ductor, and Tc # !=$1:764kB% is the superconducting critical
temperature.
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SINIS cooler (i.e., with negligible charging energy), there
is a one-to-one correspondence between the island electron
temperature and the measured probe voltage for a fixed
current bias. The characteristics of the heat transistor are
drastically different, as seen in Fig. 2(b). In order to
perform accurate thermometry on the heat transistor sam-
ple with varying Vg and VDS, one needs to determine the
temperature TN by using a complete model which takes
into account the exact charge number distribution.

Steady state is reached at a temperature where the cool-
ing power is matched to the external heat load. The domi-
nating source of heat load into the island electrons is
electron-phonon heat flux ( _Qep), which can be modeled
by [10]

 

_Qep ! !V "T5
0 # T5

N$; (4)

where ! is a material parameter, V is the volume of N
island, and T0 is the phonon temperature. Using bulk
values from Ref. [11] for the Kapitza resistance between
the island and substrate phonons, we estimate that the
change in the temperature of the island phonons due to
electron cooling is less than 10% of the observed drop in

the electron temperature. The true Kapitza resistance for
thin films is most likely even lower as one can assume a
common phonon system for the film and substrate [12], and
thus we neglect lattice cooling unlike in Ref. [13], and use
T0 ! Tbath . In our modeling, we further ignore heating of
the superconducting reservoirs due to hot quasiparticles
extracted from the island, whose effect is supposedly weak
due to relatively high junction resistances and moderate
cooling power. Consequently, we take TS! Tbath . On the
other hand, at sub-100 mK bath temperatures, electrons are
overheated due to noise via the electrical leads, and accu-
rate comparison with the theoretical model becomes
difficult.

In analysis of the measurement data, we concentrate on
characterizing the cooling properties of the device at the
extremal gate positions. These have to be identified as the
local minima and maxima of either Vprobe or the drain-
source current as the gate voltage is swept. In Fig. 3(a), we
present the electron temperatures corresponding to open
and closed gate positions derived from the experimental
data at bath temperature 214 mK. Similar results were
obtained at other bath temperatures as well, but only in
the range 170–250 mK we have both accurate thermom-
etry and significant temperature reduction. The tempera-
ture TN was evaluated numerically for each data point
using the experimentally determined sample parameters,
the observed values of Vprobe and VDS, and the set value of
probe current, which was 3.2 pA in this measurement. The
electron temperatures obtained from the model for small
bias voltages VDS, for which no cooling is expected, differ
less than 10 mK from the bath temperature for both open
and closed gate, demonstrating a good agreement between
the experiment and theory, and supporting the reliability of
this method of thermometry. With open gate, the transistor
should function almost like a regular SINIS cooler, and

FIG. 3 (color online). (a) Electron temperatures extracted from
the data acquired at bath temperature 214 mK with the gate open
(ng ! 1=2, blue squares) and closed (ng ! 0, red triangles).
(b) The theoretical cooling power versus T5

N # T5
0 for each

data point of the left panel, and a linear fit to it. According to
Eq. (4), the slope is given by # !V .

FIG. 2 (color online). Measured probe voltage as a function of
the drain-source bias voltage for (a) the reference sample with
negligibly small charging energy and (b) the heat transistor at
different bath temperatures. Inset: gate voltage [gray (red) line]
during one period of VDS sweep (black line). Electron charge
corresponds to a gate voltage of 1.6 mV. Panel (b) thus illustrates
the range of gate modulation at different bias voltages, whereas
there was no observable gate modulation in the reference sample.
Superimposed on panel (b) are theoretical curves for the two
extremal gate positions. The solid blue curves are calculated
assuming an electron-phonon heat load given by Eq. (4) with the
experimentally determined value ! ! 2:3 % 109 W K# 5 m# 3,
and the dashed red curves given for reference show the expected
behavior where the electron temperature is fixed at the bath
temperature (Tbath) over the full bias range.
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A SINIS SET equipped with NIS probes

Charge and heat current both controlled by the gate.

NIS act as thermometers although charge number distribution in N varies



Electronic cooling down to very low
temperature

No direct metal / substrate contact. 

Quasi-particle trap below the S 
leads.

Minimum temperature TN down to 
30 mK, up to nW power.

Phonon cooling improves efficiency
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cooling

T N
= T ba

th

η ¼
_QNIS

IV
≃ 0.7

TN

Tc
: ð2Þ

It amounts to about 20% near TN ¼ 350 mK for aluminum,
which is the standard choice of a superconductor. In
general, the most significant opposing heat current to
_QNIS comes from the electron-phonon interaction in the
normal metal. The most accepted form for a metal is written

_Qe-ph ¼ ΣVðT5
e − T5

phÞ; ð3Þ

where Σ ¼ 2 × 109 WK−5m−3 for Cu, V is the volume of
the normal island, and Te and Tph are the electron and
phonon temperature, respectively.
Recently, we have developed a technique [25] to

fabricate large-area S-I-N-I-S coolers targeted at optimiz-
ing both _Qe-ph and _QNIS. First, the cooled normal metal is
suspended on top of the superconducting electrodes and,
thus, quite decoupled from the substrate phonons. Second,
hot quasiparticles in the leads are efficiently thermalized

with a normal-metal drain coupled to the superconductor
through a transparent tunnel barrier [26].
In this paper, we show that these two advanced features,

combined with an optimized tunnel junction transparency,
improve the performance of a S-I-N-I-S cooler signifi-
cantly. At intermediate temperatures where electron-
phonon coupling is substantial, phonons in the suspended
normal metal are cooled. At low temperatures, where the
cooler is almost free from electron-phonon interaction, we
tune the overheating in the superconducting leads by
adjusting the transparency of the cooling junctions tunnel
barrier. The most efficient S-I-N-I-S cooler reaches about
30 mK, which is about 3% of Δ=kB. We discuss the heat
transport and the benefit of having a quasiparticle drain
coupled to the superconductor, as well as the possible
reasons for the saturation at the lowest temperature.

II. FABRICATION AND MEASUREMENT
METHODS

By following Ref. [25], the devices are fabricated by
using photolithography and metal wet etch; see Fig. 1(a) for
a schematic view and the inset in Fig. 1(b) for a top view of
the samples. In this work, all coolers have a suspended
normal metal bridging two 200-nm-thick Al superconduct-
ing electrodes sitting on top of a 200-nm-thick AlMn
quasiparticle drain [26]. The Al and AlMn layers are
separated by a thin AlOx layer, oxidized in a mixture of
Ar∶O2, ratio 10∶1 at pressure 2 × 10−2 mbar for 2 min; see
Table I for more sample parameters. All samples except C2
(see below) have in addition (to the drain) a quasiparticle
trap of Cu next to the junction. Coolers are measured with
the standard four-probe technique in a dilution cryostat.
The electronic temperature TN on the normal metal is
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FIG. 1. (a) Schematic cross-sectional view of the S-I-N-I-S
cooler, where Cu is for the normal-metal island and quasiparticle
traps, Al for the superconducting leads, and AlMn for the
quasiparticle drains. The blue arrow indicates the charge current,
and the red arrows show the heat current. (b) Normal-metal
electronic temperature TN reached at the optimum bias vs bath
temperature Tbath for samples made on the same wafer but
differing in their geometries. Compared to the standard sample
A1 (70 × 4 μm2 for one junction), A2 has twice the junction area,
A3 has half the junction area, and A4 has 20% of its normal-metal
volume. The left inset shows an image of the standard sample
A1, and the right inset shows an image of A5 with an interdigi-
tated junction shape. The N-I-S junctions are bordered with
dashed lines.

TABLE I. Parameters of the measured S-I-N-I-S coolers.
PO2

=tO2
refers to the oxidation pressure and time used for

producing the tunnel barrier of the cooler. l × w is the length ×
width of a rectangular N-I-S junction. We write the area for A5 in
μm2, as it has an interdigitated shape. dCu is the thickness of the
normal-metal island. 2RT is the tunnel resistance of the two N-I-S
cooling junctions in series. All samples gap 2Δ ¼ 375 μeV.
“Figure” indicates the figure where the data on this sample are
shown.

Samples
PO2

=tO2

(mbar=min)
l × w

(μm × μm)
dCu
(nm)

2RT
(Ω) Figure

A1 1.3=5 70 × 4 100 1.7 1, 2, 3
A2 1.3=5 70 × 10 100 0.75 1
A3 1.3=5 70 × 2 100 3.4 1
A4 1.3=5 70 × 4 20 1.2 1
A5 1.3=5 950 100 0.8 1
B 9=5 70 × 4 60 3.7 2
C1 13=5 70 × 4 60 4.8 2, 3
C2 13=5 70 × 4 60 4.6 2
D 50=120 70 × 4 60 10.5 2, 3
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measured by using a pair of smaller N-I-S junctions [3],
where the voltage drop under a constant current (about
1 nA) is calibrated to the cryostat temperature. Below the
lowest cryostat temperature of 50 mK, the temperature TN
is extracted based on an extrapolation of BCS theory using
data from the higher-temperature regime. The measurement
noise-related uncertainty is less than 300 μK; see Fig. 2.
Extracting the temperature from fitting the current-voltage
characteristic to isothermal theory curves [20,22] gives
identical results, including those below the lowest temper-
ature of the cryostat where the difference is smaller than
1 mK between the two methods.

III. EXPERIMENTAL RESULTS

Figure 1(b) demonstrates that, compared to the cooling
power, electron-phonon interactions are negligible in our
devices. Here, all coolers are made of the same
AlMn=AlOx=Al=AlOx=Cu multilayer from a single wafer,
but with a varying junction geometry. Taking A1 as the
reference sample, the A2 junction has a double junction size
[27] and A3 half of that in A1. A4 has the same junction size
as A1, but its Cu thickness is 20% of the value in A1. The
junction in sample A5 has an interdigitated shape, where
quasiparticle traps surround the N-I-S junctions. As _QNIS ∝
R−1
T and _Qe-ph ∝ V, varying the junction size and the

normal-metal volume can give information about the heat
balance. Nonetheless, it is hard to see a real trend in the data,
even near 300 mK, where _Qe-ph ∼ ΣVT5

ph is expected to be

significant [28]. We conclude that the present electronic
coolers are almost free of electron-phonon interaction so
that _Qe-ph is not responsible for the saturation of the normal-
metal temperature TN;min in the low-temperature end. As a
consequence, adjusting the normal-metal geometry does not
improve its low-temperature performance.
Our main practical achievement is presented in Fig. 2:

Starting from a 150-mK bath temperature, the most power-
ful coolers reach a 30-mK electronic temperature, a fivefold
reduction of temperature. Samples A1, B, C1, and D are
made by using an identical recipe and differ only in the
cooler barrier resistance 2RT with respective values 1.7,
3.7, 4.8, and 10.5 Ω. A smaller RT leads to a larger cooling
power, which is beneficial. Nevertheless, it also leads to a
stronger quasiparticle injection, which overheats the super-
conducting leads and degrades cooling at low temperature.
Adjusting the tunnel resistance RT is therefore essential for
optimizing electronic cooling. Within our sample set,
sample A1 with a large cooling power works best near
300 mK but saturates at 94 mK. Sample B reaches a lower
temperature of 60 mK thanks to a smaller dissipation by the
injection current. SampleD has the lowest cooling power at
high temperature but cools down to 32 mK. Sample C1 is a
compromise between B and D and performs well over a
wide temperature range. We conclude that the higher
cooling power that is desirable at high temperatures
compromises the performance of the device at the low-
temperature end, due to the backflow of heat from the
overheated leads.
In order to investigate the limits of electronic cooling in

the samples, we have improved sample C1 in a number of
ways, so that it is afterwards called C2. First, C2 is
equipped with a pair of direct quasiparticle traps, which
locate 1 μm away from the junction. The superconducting
leads are then affected by the direct contact with the normal
metal and are thus expected to conduct heat better [23,24].
This modification would improve the performance of C2 if
the quasiparticle drain were limiting the performance inC1.
Second, we bond sample C2 with Au wires, which have a
much higher thermal conductance as compared to the usual
superconducting Al wires employed in other samples.
Finally, we measure sampleC2 in a rf-tight double-shielded
sample stage [29]. These improvements work toward
eliminating extra heating from quasiparticles and phonons
as well as the radiation from the high-temperature parts of
the cryostat. Despite all of the effort, sample C2 performs
only slightly better than C1 in the whole temperature range
covered. This result implies that the drain constitutes by
itself an efficient quasiparticle trap that crucially helps an
electronic cooler to reach 30 mK.
Let us now compare the cooler performance to theoreti-

cal predictions. We first assume a good thermalization of
the metal phonons to the bath temperature: Tph ¼ Tbath.
Figure 3(a) shows the efficiency _Qe-ph=IV calculated within
this framework for samples A1, C1, and D at the optimum
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FIG. 2. Temperature of the normal-metal island TN at the
optimum bias as a function of bath temperature Tbath. Samples
A1, B, C1, and D differ only in their tunnel resistances RT
(Table I). C2 is an improved version of C1; see the text. The gray
dotted line is the 1-1 line at the boundary between cooling and
heating. The error bar for each data set from the measurement is
represented. The inset shows thermometer calibrations, i.e.,
voltages of the probing junctions at a current of 1.5 nA for
samples C1 and D at cryostat temperatures below 200 mK. Dots
are experiment data and dashed lines fit to the BCS theory.
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A robust platform cooled by 
superconducting electronic refrigerators

Membrane cooled by NIS coolers in an onion-like geometry
Unperforated and alumina-covered membrane
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that Cu along the connecting lines falls on the wall of the
resist and is removed during lift off. The resulting supercon-
ducting Al-only wires on the membrane ensure low thermal
contact to the outside. During the whole fabrication, temper-
ature is limited to 130 !C to protect the top Cu layer from ox-
idation as well as to warrant the quality of the tunnel barrier.

The sample is then glued to the stage at the mixing
chamber of a dilution cryostat. About 30 gold wires of diam-
eter 25 lm are bonded around the device from the chip to the
sample stage to enhance thermalization of the coolers. Due
to the limited number of wires in the cryostat, only the main
cooler, which is connected to the centermost coldfinger, is
bonded with four wires. The other three coolers are bonded
in series and are run independently of the main one. This
way, the optimum bias of the whole device is determined by
iteratively searching for the optimum of each cooler based
on the performance at the center of the membrane of the
whole device. This is done automatically using a Matlab
script. In other experiments that are not reported here, bond-
ing four coolers either in series or in parallel gave, as
expected, similar cooling performance at the center of the
membrane. The SINIS thermometers are calibrated to the
cryostat temperature when all coolers are unbiased.
Throughout this work, bath temperatures of the cryostat are
read with a ruthenium oxide resistor calibrated against a
Coulomb blockade thermometer.28 The bath temperature is
not necessarily equal to the chip temperature (see Fig. 2, dia-
mond symbols), as the latter can be significantly elevated
due to the high input power of the cooler of about 100 nW.

Performance of the device at bath temperature 305 mK
is shown in the inset of Fig. 2 when three outer coolers are
set to their optimum bias points. Te shows the electron tem-
perature of the cooler on bulk, and Tph the phonon tempera-
ture at the center of the membrane. At zero bias on the main

FIG. 1. (a) Layout of the cooling platform equipped with four SINIS coolers
at corners of the low stress SiN membrane. One NIS junction has an overlap
area of 200 " 4 lm2, and the membrane size is 1 " 1 mm2. The coldfingers
are arranged in such a way that the main coldfinger is surrounded by three
others to shunt the leak from the bulk. (b) Zoom of the middle part in (a)
that shows a SINIS thermometer at the center of the membrane and another
one on top of the coldfinger. (c) Cross-sectional diagram of the device. The
cooler with an AlMn quasiparticle drain and a suspended Cu layer is con-
nected to the Cu-only coldfinger that extends to the center of the SiN mem-
brane. The whole device is covered under a thin alumina AlOx layer. A
small SINIS thermometer probes the phonon temperature at the center of the
membrane.

FIG. 3. (a)–(c) Different layouts of the coldfinger. The membrane appears as
dark color, and the Cu coldfinger as bright color. Each image covers an area
of 850 " 850 lm2. (d) Phonon temperature at the center of the membrane
corresponding to samples (a)–(c). Note that (c) is similar to that in Fig. 2 but
with an inferior performance.

FIG. 2. Temperatures at different parts of the device as a function of bath
temperature when all outer coolers are biased optimally. Diamonds show the
temperature of the main cooler at zero bias, which is also the bulk phonon
temperature on the chip. Stars show the phonon temperature at the center of
the membrane when the main cooler is at zero bias. Squares represent the
main result of this work, the lowest phonon temperature on the membrane,
and circles are the lowest electron temperature of the main cooler. The
dashed line yields T ¼ Tbath. The inset shows data at 305 mK bath tempera-
ture as a function of bias on the main cooler when other coolers are opti-
mally biased.
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area of 200 " 4 lm2, and the membrane size is 1 " 1 mm2. The coldfingers
are arranged in such a way that the main coldfinger is surrounded by three
others to shunt the leak from the bulk. (b) Zoom of the middle part in (a)
that shows a SINIS thermometer at the center of the membrane and another
one on top of the coldfinger. (c) Cross-sectional diagram of the device. The
cooler with an AlMn quasiparticle drain and a suspended Cu layer is con-
nected to the Cu-only coldfinger that extends to the center of the SiN mem-
brane. The whole device is covered under a thin alumina AlOx layer. A
small SINIS thermometer probes the phonon temperature at the center of the
membrane.

FIG. 3. (a)–(c) Different layouts of the coldfinger. The membrane appears as
dark color, and the Cu coldfinger as bright color. Each image covers an area
of 850 " 850 lm2. (d) Phonon temperature at the center of the membrane
corresponding to samples (a)–(c). Note that (c) is similar to that in Fig. 2 but
with an inferior performance.

FIG. 2. Temperatures at different parts of the device as a function of bath
temperature when all outer coolers are biased optimally. Diamonds show the
temperature of the main cooler at zero bias, which is also the bulk phonon
temperature on the chip. Stars show the phonon temperature at the center of
the membrane when the main cooler is at zero bias. Squares represent the
main result of this work, the lowest phonon temperature on the membrane,
and circles are the lowest electron temperature of the main cooler. The
dashed line yields T ¼ Tbath. The inset shows data at 305 mK bath tempera-
ture as a function of bias on the main cooler when other coolers are opti-
mally biased.
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SQUIDs



Underdamped phase diffusion in a SQUID 

Phase variable in a SQUID = particle in a tilted washboard potential
Escape through thermal activation (TA), macroscopic quantum tunneling 
(MQT), and underdamped phase diffusion.

about 2!. However, if dissipation is strong enough, there is
a finite probability that, upon escape from the well, the
particle is relocalized in the next well instead of running
down the potential: the phase then diffusively moves from
one metastable well to another, see Fig. 1(b). In this UPD
regime the average voltage across the junction is much
smaller than 2! [3].

As it was pointed out over a decade ago [7], phase
diffusion can occur even in a hysteretic junction due to
the dependence of dissipation on frequency ! [4]. Our
experiment corresponds to the simplified equivalent circuit
with frequency dependent dissipation as presented in the
inset of Fig. 1(b). After switching to the running state, the
dominant part of dissipation comes from small !, gov-
erned by R!! " 0#, typically given by the large junction
subgap resistance, on the order of 1 M". In the phase
diffusion regime the phase mainly oscillates in a well at
the plasma frequency and thus the dissipation is charac-
terized by R!!p#, which is much smaller, typically on the
order of vacuum impedance Z0 $ 377 ", since Cs
[Fig. 1(b)] acts as a short. Here we will consider junctions
that are underdamped even at !p, in contrast to [3].

The dissipated energy between neighboring potential
maxima can be approximated by ED $ 8EJ=Q and if the
particle has energy less than ED above the next barrier top,
it simply diffuses to the next well. The maximum possible
dissipated power due to phase diffusion can be written as
1
2!

2eV
#h ED, where V is the average voltage across the junc-

tion. By equating this with the applied bias power ImV, we
find the maximum possible phase diffusion current Im %
4Ic=!Q, which is identical in form to the well-known
retrapping current formula, but now the value of Q is that
at plasma frequency !p. For I < Im, there is nonzero
probability that the phase relocalizes after escape. The
gray area in Fig. 1(a) presents the UPD regime, where
escape does not necessarily lead to the transition into a
running state. The condition $TA!Im; TD# $ 1=" deter-
mines the separatrix ED

J !TD# between the TA and UPD
regions in Fig. 1(a) with current pulses of length ":

ED
J $ 3

2
kBTD!1 & Im=Ic#& 3=2 ln!!p"=2!#: (1)

Similarly, for T < T0, the separatrix between MQT and
UPD is found from $MQT!Im# $ 1="; ED

J is independent of
T, and given by Eq. (1) with T0 replacing TD.

We present experimental data of two samples, a dc-
SQUID and a single JJ. They were fabricated using stan-
dard electron beam lithography and aluminum metalliza-
tion in a UHV evaporator. The AlOx tunnel barriers were
formed by basic room temperature oxidation of Al. The dc-
SQUID consists of two wide superconducting planes con-
nected by two short superconducting lines with tunnel
junctions in the middle forming the dc-SQUID loop of
area 20 ' 39!#m#2 (see the inset in Fig. 2). The loop
inductance was determined [8] to be around 100 pH, small
as compared to the calculated Josephson inductance (L %
%0
2!Ic

% 400 pH per junction). The dc-SQUID thus behaves
almost like a single JJ, whose Ic can be tuned. The other
measured sample was a single junction between long in-
ductive biasing lines. The normal state resistances of the
dc-SQUID and the single JJ were 1:3 k" and 0:41 k"
yielding for Ic 199 and 630 nA, respectively. Assuming a
specific value of 50 fF=!#m#2, the capacitances of the
samples were estimated to be 100 and 130 fF, respectively.
Both measured samples had strongly hysteretic I-V char-
acteristics with retrapping currents well below 1 nA.

The experimental setup is presented in the inset in Fig. 2.
Switching probabilities have been measured by applying a
set of trapezoidal current pulses through the sample and by
measuring the number of resulting voltage pulses. At the
sample stage we used low pass RC filters (surface mount
components near the sample). In the measurements on a
single junction we used surface mount capacitors (Cs %
680 pF), but in the dc-SQUID measurements we had !
filters in series with resistors, with Cs " 5 nF capacitance
to ground. The resistors were Rs % 500 " and 680 " in
the measurement on a dc-SQUID and on a single junction,
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respectively. Bonding wires with inductance of order nH
connect the sample to filters.

In Fig. 2 we present the measured cumulative switching
histograms (open circles) of the dc-SQUID at different
fluxes ! and temperatures with ! ! 200 "s. At the lowest
temperatures, the histograms can be well fitted by the MQT
model, giving Ic! 200, 128, and 55 nA, for !=!0 ! 0,
0.28, and 0.41, respectively. For ! ! 0 we also plot the
escape probability P""I; T# defined earlier (dotted blue
lines). In Fig. 3 we show the measured histogram position
I50%$P"I50%# % 0:5& and the width #I"% I90% ' I10%# for
both samples. The dc-SQUID measurements were done
both at negative and positive values of flux in order to
ensure that the external flux had not changed. The position
in Fig. 3(a) is normalized to the corresponding value of Ic
at zero temperature. At low T all the measured data are
consistent with MQT results. On increasing T the parame-
ters are constant up to the estimated crossover temperature
T0. For T > T0 the width is increasing and the position is
moving down as the TA model predicts. The qualitative
agreement is good for most of the results up to the tem-
perature TD. At TD, #I starts to decrease abruptly.
Moreover, the position I50% saturates at the same value ’
0:35Ic. For the single JJ, the saturation occurs at ’ 0:3Ic.
The dc-SQUID data measured at ! ! ( 0:41!0 show no

trace of thermal activation at any temperature, and under-
damped phase diffusion prevails down to temperatures
below T0 ’ 50 mK where MQT dominates.

If we assume a realistic shunt impedance R"!p# ’
500 $ (the value of the surface mount resistors), we obtain
Q ) 4 at Ic! 200 nA and CJ! 100 fF, which yields
Im ’ 0:35Ic, like in the experiment. In the diagram of
Fig. 1 we also present Ic of the dc-SQUID at fluxes 0,
( 0:28!0, and ( 0:41!0 by horizontal dashed lines. It can
be seen that the intersections of the dashed lines and the
boundary of the UPD regime are very close to the experi-
mental values of TD. The saturation of the histograms and
their reentrant steepness is thus a manifestation of the
crossover from TA escape into UPD due to dissipation.
In the case of a single JJ we obtain Im ) 0:3Ic and TD )
650 mK, yielding Q ! 4:4. This corresponds to R"!p# ’
230 $, somewhat smaller than the anticipated value
R"!p# ’ 680 $.

Figure 2 shows that the standard TA and MQT models
cannot account for our observations. Except for the data at

FIG. 3 (color). (a) The positions (I50%) and (b) the widths (#I)
of the histograms. Black solid and dotted lines are results (with
known junction parameters) of standard TA and MQT models,
respectively, ignoring dissipation. Blue, red, and orange solid
lines are the parameters of the simulated histograms based on the
LO model discussed in the text.
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FIG. 2 (color). Cumulative histograms of the dc-SQUID at
different temperatures and at different magnetic fields. Curves
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corresponds to unity escape probability. Solid lines are from
simulations described in the text; dotted blue lines correspond to
P""I; T#. Inset: scanning electron micrograph of the measured
dc-SQUID and the experimental circuit.
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Figure 2 | SQUIPT configuration and its predicted behaviour. a, Schematic of the SQUIPT implemented in the A-type configuration. The superconducting
(S) tunnel probe with normal-state resistance RT is placed in the middle of the normal-metal (N) wire, that is, at x = 0. An electric current I is fed into the
circuit, and the voltage drop V is recorded as a function of the applied magnetic flux �. � is the macroscopic quantum phase of the superconducting order
parameter. b, SQUIPT quasiparticle current–voltage characteristics calculated for some values of the applied flux �. When biased with a constant current I,
a voltage modulation V(�) with amplitude �V appears across the device as a function of the applied magnetic flux. c, Voltage modulation V(�) for some
values of the bias current. d, Flux-to-voltage transfer function @V/@� calculated for the same current values as in c. All calculations were carried out at
temperature T = 0.1Tc by setting ETh = 4 µ eV, which is similar to that in our devices. Here, Tc ' 1.3 K is the superconducting critical temperature,
ETh = h̄D/L2 is the Thouless energy, that is, the characteristic energy scale of the normal-metal region and D = 110 cm2 s�1 is the electron diffusion
constant in Cu. Furthermore, we set �0 = 200 µeV as the zero-temperature Al superconducting gap and RT = 50 k�.

of our structures20. Whereas for � = 0, that is, when the
minigap in the normal metal is maximized15,16, the characteristic
resembles that of a superconductor–insulator–superconductor
junction18, for � =�0/2 the characteristic corresponds to that of a
normal-metal/insulator/superconductor contact, with the minigap
suppressed15,16. The SQUIPT thus behaves as a flux-to-voltage
transformer for which the response V (�) (and amplitude �V )
depends on the bias current I through the tunnel junction. The
interferometer voltage modulation V (�) is shown in Fig. 2c for
different values of I . In particular, V (�) is strongly dependent on
the bias current, the latter determining the exact shape of the device
response. Note the change of concavity of V (�), which occurs as

the bias current exceeds the point where the I–V characteristics
cross. One relevant figure of merit of the SQUIPT is represented
by the flux-to-voltage transfer function, @V /@�, which is shown in
Fig. 2d. It turns out that @V /@� is a non-monotonic function of the
bias current, aswell as its sign depending on the specific value of I .

Figure 3a shows the experimental low-temperature I–V charac-
teristic of a device implemented in the A-type configuration. The
curve resembles that of a typical superconducting tunnel junction,
where the onset of large quasiparticle current is set by the energy
gap (�0 ' 200 µeV in our samples). The absence of the peak in
the experimental curves, as compared with the theoretical ones in
Fig. 2b, could originate from broadening resulting from inelastic

NATURE PHYSICS | VOL 6 | APRIL 2010 | www.nature.com/naturephysics 255

LETTERS NATURE PHYSICS DOI: 10.1038/NPHYS1537

 
V

a b

δV
 

 0

 0.15

 0.29

 0.50

0.5

1.0

1.5

2.0

2.5

3.0

V (µV)
160 200 240 280

 = constant

0

1

2

3

¬5

¬4

¬3

¬2

¬1

4

V (µV)
¬300 ¬150 0 150 300

¬20

¬10

0

10

20

 (
pA

)

100 µV

/  0Φ Φ

 (
nA

) 

 (
nA

) 

Figure 3 |Magnetic-field dependence of the current–voltage characteristic. a, Current–voltage characteristic of an A-type SQUIPT with normal-state
resistance RT ' 50 k� measured at 68 mK. The inset shows the enlargement around zero bias of the characteristic of the same device measured at 53 mK
for several applied magnetic-field values. The peak appearing around zero bias, and with magnitude I' 17 pA, is the Josephson current flowing through the
structure, and its magnitude shows a periodic modulation over a magnetic flux quantum �0. The curves are horizontally offset for clarity, and correspond
to a magnetic-field intensity increasing with a step of ⇠10�2 Oe. For the present structure, �0 corresponds to an applied field B =�0/A ' 0.17 Oe, where
A ' 120 µm2 is the loop area. b, Detailed view of the current–voltage characteristic of the same device for larger bias voltages measured at 53 mK for some
values of the applied magnetic flux � up to �0/2. Also shown is the voltage modulation amplitude �V occurring when biasing the SQUIPT with a constant
current I. All measurements on the A-type structure were carried out through electrodes 1 and 3 (see Fig. 1c).

scattering or finite quasiparticle lifetime in the superconductor21.
A deeper inspection reveals, however, that the characteristic is
modulated by the presence of an applied magnetic field. The effect
is clearly visible in Fig. 3b, which shows a detailed view of the
curve at large bias voltage for some values of the applied flux
up to �0/2. Such a modulation is of coherent nature, and stems
from magnetic-field-induced control of the DOS in the normal
metal. In addition to the quasiparticle current, a Josephson coupling
is observed at the lowest temperatures, and manifests itself as a
peak around zero bias in the I–V characteristic (see the inset of
Fig. 3a). The supercurrent, which is expected to exist in proximized
structures such as the present one12, obtains values as high as
'17 pA at 53mK. It is modulated by the applied flux with the same
periodicity as for the quasiparticle current.

The full V (�) dependence for the same A-type sample at
several values of the bias current is shown in Fig. 4a. As expected
(see Fig. 2c), the modulation amplitude �V is a non-monotonic
function of I , and V (�) shows a change of concavity whenever
the bias current exceeds the crossing points of the current–voltage
characteristic (see Fig. 3b). In this sample, �V obtains values as large
as ⇠7 µV at 1 nA. The corresponding transfer function is shown
in Fig. 4b for a few bias currents. A resemblance to the theoretical
prediction of Fig. 2c,d is obvious. In such a case, |@V /@�| as large
as '30 µV/�0 is obtained at 1 nA. The maximum of |@V /@�| for
the same SQUIPT is shown in Fig. 4c, and highlights the expected
non-monotonic dependence on I .

Figure 4d and e show V (�) and the maximum of |@V /@�|,
respectively, for a B-type SQUIPT. �V obtains in this case values
as high as ⇠12 µV at 1 nA, and |@V /@�| is maximized at 0.6 nA
where it reaches '60 µV/�0. We emphasize that these values are
larger by almost a factor of two than those obtained in the A-type
device. This is to be expected because in a B-type sample, V (�)
is probed across two tunnel junctions in series. This doubles the

SQUIPT response. The above results are roughly⇠50–60% of those
predicted by our calculations (see Fig. 2), which can be ascribed
either to the uncertainty in the precise determination of the device
parameters20 or to non-ideal phase biasing of the interferometers15.
In the limit of negligible geometric inductance of the loop (⇠40 pH
for our rings), a phase difference� =2⇡�/�0 can be induced across
the normal metal if the phase accumulated in the superconductor is
much smaller than that accumulated in the wire, that is, if the ratio
between their respective kinetic inductances is much smaller than
unity. We estimate the kinetic inductance of the superconducting
loop to be of the order of ⇠150 pH, whereas that of the wire
to be around ⇠300–500 pH, so that the correction factor to the
actual phase bias determined by such a ratio (⇠0.3–0.5 for our
devices)may prevent the full closing of theminigap, thusweakening
the SQUIPT response.

The role of temperature (T ) is shown in Fig. 5a, which shows
V (�) at 1 nA for several increasing temperatures for a B-type
sample. �V initially monotonically decreases with increasing T

up to ⇠400mK, then it starts to increase again and it is almost
suppressed at 730mK. The full temperature dependence of the
maximum of |@V /@�| at 1 nA is shown in Fig. 5b for the same
device, and reflects the above non-monotonic behaviour similarly
to that observed for different bias currents (see Fig. 4c).

Compared with conventional d.c. superconducting quantum
interference devices17–19 (SQUIDs), power dissipation (P) is
markedly suppressed in the SQUIPT. In our devices we have
P ⇠ 102 fW, which can be further reduced by simply increasing
the resistance of the probing junctions. This power is four–five
orders ofmagnitude smaller than that in conventional d.c. SQUIDs,
which makes the SQUIPT ideal for applications where very low
dissipation is required.

We shall finally comment on another figure of merit of
the SQUIPT, namely, its noise-equivalent flux (NEF) or ‘flux
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Figure 4 |Magnetic-field dependence of the voltage modulation and flux-to-voltage transfer function. a, Voltage modulation V(�) of an A-type
structure measured at 54 mK for several values of the bias current I. For the present device, �V obtains values as large as ⇠7 µV at 1 nA. Note the change of
concavity of V(�) for different values of I. The curves are vertically offset for clarity. b, Flux-to-voltage transfer function @V/@� of the same A-type
structure at 54 mK at selected bias currents. The transfer functions were obtained by numerically differentiating the V(�) curves. c, Maximum value of
|@V/@�| versus injection current for an A-type structure at 54 mK. d, Voltage modulation V(�) of a B-type structure measured at 53 mK for several values
of the bias current I. For this device, the maximum amplitude of the voltage modulation is �V ⇠ 12 µV at 1 nA. The curves are vertically offset for clarity.
e, Maximum value of |@V/@�| versus injection current for the same B-type structure at 53 mK. Measurements on the B-type structure were carried out
through electrodes 1 and 2 (see Fig. 1c). The error bars shown in c and e represent the standard deviation of the maximum values numerically calculated
over several flux periods.

sensitivity’, defined as NEF = hV 2
Ni1/2/|@V /@�|�⌫1/2 (ref. 19),

where VN is the voltage noise of the interferometer within the
frequency band �⌫. In our experiment, we can provide an upper
estimate for NEF, because it is believed to be limited mainly by the
preamplifier noise. With a typical r.m.s. noise of ⇠1.2 nVHz�1/2

in our set-up, we estimate NEF' 2⇥ 10�5�0 Hz�1/2 at best (with
the onset of 1/f noise roughly below ⇠1Hz), which should be
substantially higher than the SQUIPT intrinsic NEF. Assuming

that the noise of the interferometer is essentially of Johnson type,
the intrinsic VN can be estimated by noting that in the range of
experimental bias currents the device dynamic resistance is typically
within the range ⇠25–70 k�, leading to VN ⇠ 0.3–0.5 nVHz�1/2

and NEF' 5–8 µ�0 Hz�1/2 at 54mK.We note that the preamplifier
contribution to the noise can be made negligible by increasing
|@V /@�|, that is, by optimizing the SQUIPT parameters (for
instance, by choosing a superconducting material with a larger gap
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31

individually tuned for each device requiring two dc and one rf
signals per device. However, it is possible to use common
signals for rf drive and for the barrier voltages (Mirovsky
et al., 2010). In this case, only one dc voltage per device
is required for tuning the other barrier and possible
offset charges. The obtainable accuracy, depending on device
uniformity, is still an open question for this approach.

For the hybrid NIS turnstiles, the maximum current per
device is limited to a few tens of picoamperes, as discussed in
Sec. III.B.2. Hence, at least ten devices are to be run in
parallel, which has been shown to be experimentally feasible
(Maisi et al., 2009). In Fig. 32 we show a scanning electron
micrograph of a sample used in that work and the main
experimental findings. The turnstiles in these experiments
suffered from photon-assisted tunneling due to insufficient
electromagnetic protection (see Sec. II.F), and hence the
quantization accuracy was only on the 10!3 level.
Improved accuracy is expected for a new generation of turn-
stile devices (Pekola et al., 2010). For parallel turnstiles, a
common bias voltage can be used as it is determined by the
superconducting gap !, which is a material constant and

varies only very little across a deposited film. Also, the rf
drive can be common if the devices have roughly equal RT ,
EC, and coupling from the rf line to the island. As the error
processes that set the ultimate limit on a single turnstile
accuracy are not yet determined, the exact requirements on
device uniformity cannot be fully resolved.

H. Single-electron readout and error correction schemes

1. Techniques for electrometry

The electrometer used to detect the presence or absence
of individual charge quanta is a central component in
schemes for assessing pumping errors and error correction.
Figure 33(a) introduces the essential components of an
electron-counting setup. In order to observe proper charge
quantization, the counting island is connected to other con-
ductors only via low-transparency tunnel contacts. The elec-
trometer is capacitively coupled to the counting island and
biased in such a manner that the small voltage drop of the
counting island due to change of its charge state by one
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FIG. 32 (color online). (a) Scanning electron micrograph of par-
allel turnstiles. The turnstiles are biased with a common bias Vb and
driven with a common rf gate voltage Vrf . Gate offset charges are
compensated by individual gate voltages Vg;i. (b) Output current I

for ten parallel devices tuned to the same operating point producing
current plateaus at I ¼ 10Nef. The curves are taken at different Vb

shown in the top left part of the panel. From Maisi et al., 2009.
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FIG. 33. (a) Circuit diagram of a charge-counting device. Electric
charge Q on the island on the left is monitored. The island is
coupled to an electrometer island via capacitor Cx and also tunnel
coupled to an external conductor. The single-electron box configu-
ration illustrated here requires only one tunnel junction with ca-
pacitance Cj. In addition, there is capacitance C0 to ground, which

accounts also for gate electrodes and any parasitic capacitances. The
probing current Idet through the detector is sensitive to the charge on
the coupling capacitor, which is a fraction Cx=C" of the total charge
Q, where C" ¼ Cx þ C0. The detector is a single-electron tunneling
transistor based on Coulomb blockade, and hence the total capaci-
tance of the detector island Cdet is of the order of 1 fF or less.
(b) Circuit diagram of a general noisy electrical amplifier that can
also be adapted to describe the electrometers of single-electron
experiments. From Devoret and Schoelkopf, 2000. For the configu-
ration shown in (a), one has for input impedance Zinð!Þ ¼ 1=j!Cin ,
where C!1

in ¼ C!1
x þ C!1

det . The input voltage is related to the island

charge Q through Vin ¼ Q=C". The noise source IN represents
backaction and VN the noise added by the electrometer at the output
referred to the input. The gain of the amplifier is given by G. The
output impedance Zout equals the differential resistance at the
amplifier operation point.
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Environment-assisted tunneling

The electromagnetic environment drives the IV smearing of a NIS junction.

Equivalent to Dynes DoS

with:

by the asymptotic conductance of the SET is 2! 10"6.
This result is much improved over those of the earlier
measurements [4,27,28] and that of the reference sample
without the ground plane.

In conclusion, we have shown analytically that the
Dynes density of states can originate from the influence
of the electromagnetic environment of a tunnel junction,
and it is not necessarily a property of the superconductor
itself. Our experiments support this interpretation: We
were able to reduce the leakage of an NIS junction by an
order of magnitude by local capacitive filtering. We stress
that capacitive shunting does not necessarily suppress the
subgap leakage of an NIS junction, if the leakage is caused
by the poor quality of the junction or by true states within
the gap due to, e.g., the inverse proximity effect [3].
Protecting the junctions against photon-assisted tunneling
improves the performance of, e.g., single-electron pumps.
Contrary to the resistive environment aiming at the same
purpose [28], capacitive shunting does not limit the tun-
neling rates.
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FIG. 4 (color online). (a) Scanning electron micrographs of the
SINIS turnstiles. (b) Subgap IV curves of the measured transis-
tors in the gate-open state (charge degeneracy). The slope of the
linear fit corresponds to the leakage of 0:5! 10"6 for the sample
with the ground plane (filled circles) and 50! 10"6 for the
sample without the ground plane (open diamonds) in units of
the asymptotic conductance of each SET. (c) Current through the
turnstile on the ground plane as a function of the amplitude of the
applied sinusoidal gate drive at f ¼ 10 MHz. The gate offset
was set to the charge degeneracy point, and the bias voltage was
varied uniformly between Vb ¼ 140 and 290 !V. (d) Current at
the first plateau as a function of Vb obtained from data similar to
those in (c) (filled circles) showing leakage of 2! 10"6 and for
the sample without the ground plane (open diamonds) with
leakage of 100! 10"6 and a reduced step width.
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S-Q-S device with clear hierarchy of energy 
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S-Q-S devices
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At charge degeneracy, the thresholds for the onset of
both forward and backtunneling can be seen as the narrow
blue stripes in Fig. 3(a). Both thresholds cross at VB ¼ 0
when Aϵ ¼ Δ. Whereas the frequency-dependent trans-
mission of the ac gate signal to the device is not precisely
known, this crossing is used to calibrate Aϵ. The bright
color identifies regions of voltage-independent current
corresponding to I ¼ 0 and I ¼ "ef, respectively.
When ϵ̄ is slightly detuned from ϵ̄0 by the static gate

potential, the onset of forward tunneling is linearly shifted
towards larger Aϵ [Fig. 1(b)]. Note that turnstile operation
requires two successive tunneling events to occur. This is
visible in Fig. 3(b), where the current is shown as a function
of gate detuning and modulation amplitude. For larger
amplitudes Aϵ, an increasing tolerance of the turnstile
operation with respect to the proper tuning of ϵ̄ − ϵ̄0
develops.
Having evidenced electron turnstile operation, let us

now identify the hallmarks of transport through a single
quantum energy level. In SINIS turnstiles, backtunneling
can be occasioned by electrons from the high-energy tail of
the thermal energy distribution in N. The backtunneling
probability increases, thus, steadily and smoothly as Aϵ is
cranked up [33]. Conversely, in a SQS turnstile, back-
tunneling sets in abruptly when the threshold Aϵ ¼ Δþ
jVBj=2e is exceeded. This is seen in Fig. 4(a), where at high
enough modulation amplitudes, the current drops suddenly
from ef. We numerically model the turnstile current
dependence on Aϵ, both for the SINIS and the SQS
turnstile, by solving the time-dependent rate equations
using the measured output of the ac signal generator.
In the SQS case, the instantaneous tunneling rates to each
lead are found from the retarded Green’s function’s pole
[24,34,35], that is, beyond Fermi’s golden rule. This is

particularly important near the singularities in the super-
conducting density of states (see the Supplemental Material
[30]). The calculation [continuous line in Fig. 4(a)] nicely
captures the abrupt decrease of the current as soon as the
backtunneling threshold is met. For comparison, in a SINIS
device with parameters taken from the most precise devices
presently studied [36,37], the onset of backtunneling is
markedly smoother (dashed line).
This particularly sharp onset of backtunneling is all the

more pronounced if the rise time τ of ϵðtÞ is short, or more
precisely, if the time available for forward tunneling only is
brief. If ϵ is raised to the backtunneling threshold within
τ ≪ γ−1S;D, the probability of backtunneling may actually
exceed that of forward tunneling. This means that a current
inversion of magnitude up to ef might eventually be
produced with proper parameter combinations. This could
not, however, be observed in our experiment because the

FIG. 3. (a) Color map of ∂I=∂VB as a function of bias and
gate modulation amplitude (f ¼ 56 MHz, ϵ̄ ¼ ϵ̄0). Narrow blue
regions corresponding to rapid increase in current separate areas
of voltage-independent current (white), with values I ¼ 0 and
I ¼ "ef. (b) Color map of turnstile current as a function of static
gate offset from degeneracy point and gate modulation amplitude
(f ¼ 60 MHz, VB ¼ 1.5Δ=e). All data are from device A.
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FIG. 4. (a) Turnstile current as a function of operation signal
amplitude (device A, f ¼ 56 MHz, ϵ̄ ¼ ϵ̄0, and eVB ¼ 0.7Δ).
The sharp decrease in current indicates the sudden onset of
backtunneling. The continuous line is the numerical calculation
for the SQS with all parameters determined by the device dc
transport properties (see text). The dashed line is the analogous
calculation for a SINIS device with normal state resistance
RN ¼ 300 kΩ, U ¼ 3.0Δ and assuming quasiequilibrium of
electrons in N by electron-phonon relaxation [38]. The arrows
indicate the values of Aϵ used in (c). (b) Slope at inflection point
of IðVbÞ on the turnstile plateaus, averaged over Aϵ, as a function
of temperature (device A). The dashed line is the calculation
for the SINIS device, with parameters as in (a). (c) Calculation
of the energy distribution of the delivered charge per cycle,
for different gate drive amplitudes Aϵ, with parameters as in (a).
The negative part of the panel displays the backtunneling
contribution. The highest position of the quantum dot level, as
determined by the gate modulation, is represented in the inset by
the lines of corresponding colors.
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INTERCOMPARISON OF NBS AND HELSINKI TEMPERATURE SCALES IN THE MILLIKELVIN REGION 
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The Helsinki temperature scale, based on platinum NMR, is compared with the NBS noise 
and nuclear orientation temperature scale by means of three fixed points: the 3He 
superfluid transit ion temperature at zero pressure ( T )  and the superconductive tran- 
s i t ion temperatures of samples of W and Be. The valu~ for T c on the NBS scale is 
found to be 1.025 mK, in close agreement with the Helsinki value of 1.04 mK. This 
result supports the l iquid 3He heat capacity data measured earl ier at Helsinki. 

Experimental work on 3He has demonstrated the 
need for an internat ional ly recognized tempera- 
ture scale in the low mi l l i ke lv in  region. Com- 
parison of measured data is, at present, often 
ambiguous owing to differences in laboratory 
temperature scales. In part icular, recent heat 
capacity resu l t s [ l ] ,  which deviated considerably 
from earl ier values[2], emphasized this need. 
The present work is an attempt to c la r i f y  the 
situation by comparing the Helsinki platinum NMR 
temperature scale[3] with the NBS cryogenic tem- 
perature scale[4] by means of superconductive 
fixed points. The results vindicate earl ier 
heat capacity data[ l ] .  

The Helsinki scale is based on the assumption 
that the platinum nuclear spin suscept ib i l i ty  is 
inversely proportional to T. The Curie constant 
was found by measuring the spin- lat t ice relaxa- 
t ion time 31 and by using the Korringa relation 
with ~IT = 29.9 msK. This value for the Kor- 
ringa constant was measured by Ahonen et a l . [5 ]  
using a nuclear orientation thermometer. The 
Helsinki scale is given as a set of pressure 
and temperature coordinates along the c r i t i ca l  
temperature curve between the normal and super- 
f lu id  phases Of 3He[l]. The absolute accuracy 
of the Helsinki scale is estimated to be ±5%. 

The NBS scale (NBS-CTS-I) was established by 
intercomparing d i rect ly  a Josephson junction 
noise thermometer and a nuclear orientation 
thermometer between lO and 50 mK and by using 
noise thermometry from 50 to 500 mK. The ab- 
solute accuracy of the scale is believed to be 
±0.5% below 50 mK. The NBS scale can be trans- 
mitted to other laboratories by means of ca l i -  
brated superconductive fixed points[6]. 

In our comparison we employed three fixed points: 
the superfluid transit ion temperature of 3He at 
zero pressure (I.04 mK oh the Helsinki scale) 
and the superconductive transit ion temperatures 
of tungsten and beryllium (15.60 mK and 23.59 mK 
on the NBS scale, respectively). The W and Be 
samples were immersed in 3He l iqu id.  In one of 

our experiments we used another set of W and Be 
samples (transit ion temperatures 15.50 mK and 
23.02 mK on the NBS scale) mounted on the out- 
side of the ce l l .  

The experimental chamber was thermally connected 
to the copper bundle of a nuclear refr igerator. 
The Pt NMR co i l ,  located in a cyl indrical append- 
age to the main chamber, was a compensated sole- 
noid; the r f - f i e l d  inhomogeneity at the Pt sample 
was less than 5%. The suscept ib i l i ty  of CLMN 
(cerium magnesium nitrate diluted to 3% molar 
solution in the corresponding lanthanum salt) 
was used as a secondary thermometer. The coil 
assemblies for the CLMN p i l l  and the W and Be 
samples were identical and the secondary coi ls 
were connected in series and coupled to a SQUID. 
Two separate inductance bridges, operated at 
di f ferent frequencies, were used to monitor the 
suscept ibi l i t ies of CLMN and the superconducting 
samples. 

The W and Be samples outside the cell were 
bound with GE 7031 varnish and cotton thread to 
a bundle of copper wires, which were welded to 
a cyl indrical copper block. A coil form, with 
primary and secondary copper coi ls ,  was then 
pushed around the samples and the spare copper 
wire was folded back over the coi ls.  This unit  
was connected through a copper rod to the s i lver  
support of the 3He ce l l .  The superconductive 
transitions of the samples outside were observed 
with a simple mutual inductance bridge[6]. 

Because the superconductive transit ion tempera- 
ture is ver£ sensitive to magnetic f ie lds,  the 
earth's f ie ld  was cancelled with a solenoid 
mounted outside the helium dewar. In addition, 
the samples were protected with u-metal and 
superconducting niobium shields. The residual 
magnetic f ie ld  at the superconducting samples 
inside the cell was determined by measuring the 
transit ion temperature as a function of an 
external static f ie ld  produced by the primary 
coil and extrapolating l inear ly  to zero f ie ld .  
The correction to the transit ion temperature 
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Coulomb blockade thermometers (CBT)

At degeneracy with kBT > Ec, width of conductance peak determines T

Array: no high-order processes, large voltages, no effect of background charges

Sensitive to electron thermalization, but not to magnetic field

J. P. Pekola, K. P. Hirvi, J. P. Kauppinen, and M. A. Paalanen, PRL 73, 2903 (1994).
M. Meschke, J. P. Pekola, F. Gay, R. E. Rapp, and H. Godfrin, JLTP 134, 1119 (2004).
J. P. Pekola, J. K. Suoknuuti, J. P. Kauppinen, M. Weiss, P. v. d. Linden, A. G. M. Jansen, JLTP 
128, 263 (2002).

1. INTRODUCTION

Thermalization of the electron system in a small electronic device
at very low temperatures presents an interesting fundamental problem.
The various relaxation rates of the electron system depend strongly on the
effective operating temperature, and on materials and dimensions of the
device. In this paper we concentrate on diffusive normal metal conductors,
which are produced by thin film vacuum deposition techniques.

Electronic thermal effects can most conveniently be investigated by
taking advantage of the particular properties of a recently developed device,
the Coulomb blockade thermometer (CBT).1, 2 Essentially, a CBT consists
of a small metallic island separated by tunnel junctions from the measuring
electrodes. The conductance of such a device is governed by EC, the charg-
ing energy for individual electrons in the island, to be defined below, by the
thermal energy kBT and by the bias eV at voltage V. Practical CBTs consist
of parallel arrays of many junctions in series [see Fig. 1]. Single electron
tunnelling devices operate typically in the extreme Coulomb blockade
temperature regime, where kBT ° EC. In contrast, CBT makes use of the
temperature dependence of conductance in the partial Coulomb blockade
regime where kBT and EC are comparable.

Fig. 1. Schematic presentation of a CBT-
sensor with N tunnel junctions in series
and M arrays in parallel. The differential
conductance dI/dV of the whole sensor is
measured as a function of an externally
applied bias voltage V to determine the
temperature.

1120 M. Meschke et al.
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FIG. l. (a) A symmetric double junction array. (b) Calcu-
lated conductance curves for two junctions with Cz = 3 fF at
various temperatures. (c) The theoretical temperature depen-
dencies of the relative change of conductance and the width
of this feature of an arbitrary, symmetric two junction sample.
The inset is a blowup of the low T regime. For further details,
see text.

to the first order, where the dimensionless parameter v is
defined as v —= eV/2kqT, and f(v) = [1 + exp(v) (v—
1)]/[1 —exp(v)]2. We obtain the I Vcurve by employ--
ing Eq. (4) and by noting that g„„o.(n)n = 0, because
o( n) = .o—.(n), i.e.,
I = (kqT/eRT){v + u[f(v) —f( v)]/2) + . . —(7)

Differentiating Eq. (7) we find the dependence of conduc-
tance G/GT at v 4 0:

G/GT = 1 —ug(v) + .

where

g(v) = f'(v) = [v sinh(v) ——4sinh (v/2)]/8sinh (v/2)

(9)
is symmetric in v and GT =—(2Rr) '. At v = 0 we obtain

G(v = 0)/GT = 1 —u/6 + . (10)
From Eqs. (8)—{10) we find evig/2k, T = 5.44, which
gives V~/2 ——4.0 mV at 4.21 K.
Figure 1(b) shows conductance calculated by the rig-

orous method for a fictitious double junction sample with
C~ = 3 fF at five different temperatures of 10, 3, 1, 0.6,
and 0.3 K. The results of the analytic expression are practi-
cally indistinguishable from these except at the two lowest
temperatures where u = 1.03 and u = 2.06, respectively.
In Fig. 1(c) we show the temperature dependencies in the
general case for Vi~2, and for (b,G/GT) '( =—[1 —G(v =
0)/GT] ); serious deviations from the analytic linear de-
pendences can be seen only at u » 1, as shown in the inset.
We do not present a rigorous derivation of the result for

a long array. Yet, as a series connection of N nonlinear
resistances, it is obvious that ViI2 is proportional to N if
all the tunnel resistances are equal [5]. This is supported
by our Monte Carlo simulations as well. Experimentally
a long array is more attractive because of the absence of
higher order tunneling phenomena [2] and because larger
Vi~2 is desirable at least toward lower temperatures.
In the experiments we have investigated several double

and multijunction samples with capacitances ranging from
Cz = 0.3 fF up to Cz = 15 fF. We have fabricated
samples by electron beam lithography on various sub-
strates making Al-oxide tunnel junctions between thin film
Al conductors by the well known double angle evaporation
techniques. The areas of the tunnel junctions were varied
in the range 6 x 10 3—0.4 p,m2. At fixed points of tem-
perature we employed superconducting transition tempera-
tures at zero magnetic field of Pb at 7.19 K, Al at 1.18 K,
and Ti at 0.39 K, and 4.21 K of boiling 4He at 760 mm
Hg. The first three fixed points were detected by a mutual
inductance bridge with an astatic pair of coils with one-
half surrounding the samples. The conductance vs bias
voltage was measured with a linear dc voltage sweep at
typically -5 min ramp time across the full bias range with
a sufficiently low amplitude ac modulation (V„« ViI2)
typically at 30 Hz.
In Fig. 2 we see data on the experimental N de-

pendence of Vi/2 at T = 4.2 K for various samples
with EG/GT & 0.05. The dashed line has a slope
2.03 mV/junction in fair agreement with our calculated
value of 2 x 1.98 mV for two junctions. The measured
value for two junction samples is offset by a few tenths of
mV from the linear dependence. This probably originates
from higher order tunneling processes, which rapidly
become less significant with increasing N and which were
neglected in our analysis.
In Fig. 3 we show by circles the experimental tempera-

ture dependences of (a) the width Vig2 and (b) the inverse
height (AG/Gr) ' of a typical sample with N = 10 at
the four fixed temperatures, and the results of the rigor-
ous symmetric calculation in the same temperature inter-
val. The inset in (a) shows measured conductance curves
around the four temperatures. Viy2 of (a) does not involve
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Same primary response with a single junction biased through arrays:

per junction

Avoids the problem of junctions parameter dispersion

Protection from environmental noise

Figure 2(a) shows the numerically calculated width of
the conductance dip as normalized to that in delta-function
environment for a junction in arrays with varying length
and as a function of R. In general the peak is broadened;
see Eq. (5). One needs to protect the junction by a long
array, if accurate measurement of temperature using V1=2 is
to be obtained. For N ¼ 2, an error of about 10% in the
range 100 ! & R & 500 ! is expected. The impedance of
the environment at high frequencies is approximately

Zenv¼
ffiffiffiffiffiffiffiffiffiffi
!="

p
, determined by the permittivity ! and per-

meability " of the medium. For vacuum its value is
’377 !, and for a circuit on silicon it is a few times
smaller. Such increase of V1=2 due to environment in short
arrays is supported quantitatively by experiments, see, e.g.,
Ref. [7]. The depth of the conductance dip is shown in
Fig. 2(b): it depends strongly on R only in short arrays. We
note the following. (i) Since the environment is never
known precisely in the experiment, there is almost no
way to correct theoretically for such errors: the only work-
ing strategy then is to suppress these errors precisely by
embedding the measured junction in a long array. (ii) The
effect of error suppression is essentially proportional to
N"2 (if kBTRC=@<N). Therefore, an array with N # 50
is in principle sufficient for measurements with 10"4 ab-
solute accuracy, which would be sufficient for metrology in
any conceivable temperature range of SJT. (iii) Embedding
a junction in a very resistive environment [12] instead of a
junction array is not the best strategy in thermometry
either, which is indicated by the very slowly decaying
tails of the error at large values of R. We show in
Fig. 2(c) and 2(d) the width and depth, respectively, of a
single-junction peak in a purely resistive environment.
Although the width at large values of R slowly approaches

unity, experimentally it is hard to fabricate resistive envi-
ronments with R $ 10 k!.
We discuss next the proof-of-the-concept experiments.

Samples [see Fig. 3(a)] were fabricated by electron beam
patterning and shadow angle evaporation. Both the bottom
and the top electrodes are of aluminum, they are 40 and
45 nm thick, respectively. The bottom electrode was ther-
mally oxidized at 100 mbar for 10 min before deposition of
the top electrode at an oblique angle. Two types of struc-
tures have been measured in this work. The single tunnel
junction was connected either directly to the external leads
or it was embedded within four arrays of N0 ¼ 20 junc-
tions, respectively. The two types of structures were fab-
ricated on the same chip in the same vacuum cycle.
Nominally, the central junctions are identical in the two
cases, and all the junctions are 0:6 "m2 of area, yielding a
junction resistance of ’6 k! (sample A) and ’4 k!
(sample B).
The samples were measured in a dilution refrigerator

with a 40 mK base temperature. However, these structures
were not suitable for very low temperature measurements:
we observe strong self-heating due to weak electron-
phonon coupling in the present geometry near base tem-
perature [13]. Therefore we present here data at tempera-
tures at and above 150 mK. Conductance measurements
for the SJT configuration and for the unprotected single
junction are shown in Fig. 3(b) for sample B. Both the SJT
(N0 ¼ 20) and the bare junction (N0 ¼ 0) data follow the
environment calculation assuming R ¼ 80 !, a value con-
sistent with discussion above. One can verify the consis-
tency with the model by comparing Figs. 2 and 3: the depth
of SJT dip for N0 $ 1 in Fig. 2(b) is about 2 times that in
Fig. 3(d) for R ¼ 80 !, whereas the normalized width in
the former case is unity in Fig. 2(a), i.e., about one half of
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FIG. 2 (color online). The influence of environment on SJT
thermometry. (a) R dependence of the half width of the con-
ductance dips for N0 ¼ 1, 2, 3, 7, 15 (N ¼ 2, 3, 4, 8, 16 in linear
arrays) from top to bottom. (b) The normalized depth of the
conductance drop, with the same parameters as in (a). At low
values of R, N grows from bottom to up. (c),(d) The correspond-
ing quantities on the logarithmic resistance scale for a single
bare junction (N0 ¼ 0, N ¼ 1). In these plots EC=kBT ¼ 0:1.
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FIG. 3 (color online). Samples and comparison of the data on
SJT and a bare single junction. (a) Electron micrographs of the
reference structure with one junction connected to four leads
(top), and the SJT structure with N0 ¼ 20 junctions in the leads
(center). Zoom of the central junction and of a section of a
junction array are shown at the bottom. (b) Measurement of the
conductance of the bare single junction and the SJT in sample B
at T ’ 0:3 K. The deeper and narrower drop in conductance
corresponds to the SJT. The calculated conductance curves for
the two samples based on the model described are shown by the
solid lines assuming R ¼ 80 !.
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Heavy filtering, wide leads, ground plane
7.3 mK electronic temperature demonstrated

The lowest bath temperature is 3 mK, and 7 mK is the
saturation of the electronic temperature in the current
experiment. The larger the values of γ and the lower the
temperature, the higher the relative deviations. In addition,
the range of the slope used to extract TB

N shrinks with
increasing γ and with decreasing temperature [see, e.g., red
curves in Fig. 1(a)]. Thus, reducing the leakage will
significantly improve the accuracy of the device, especially
towards lower temperatures. Possible avenues for sup-
pressing γ include improved shielding [36,37] and encap-
sulating the device between ground planes intended to
reduce the influence of the electromagnetic environment
[26]. Finally, higher tunneling resistance of the junction
decreases the Andreev current [38]. We note that one
can also use dV=dðln gÞ as a primary thermometer, where
g ¼ dI=dV is the differential conductance—typically a
more precise measurement since it is done with a lock-
in technique. Compared to Eq. (4), this method has the
minimal deviation t reduced by at least a factor of 3.5
for TN ≥ 1 mK (6 for TN ≥ 10 mK), though exhibiting
qualitatively similar dependencies on γ and TN .

III. EXPERIMENTAL REALIZATION AND
MEASUREMENT TECHNIQUES

Next, we describe the realization of the N-I-S thermom-
eter that is shown together with a schematic of the
experimental setup in the scanning-electron micrograph
in Fig. 2. The device is made by electron-beam lithography
and the two-angle shadow evaporation technique [39]. The
ground plane under the junction is made out of 50 nm
of Au. To electrically isolate the ground plane from the
junction, we cover the Au layer with 100 nm of AlOx using
atomic-layer deposition. Next, we deposit a layer of
dS ¼ 40 nm of Al that is thermally oxidized in situ. The
last layer is formed immediately after the oxidation process
by deposition of dN ¼ 150 nm of Cu, thus, creating a
N-I-S tunnel junction with an area A ¼ 380 × 400 nm2.
The geometry of the junction is chosen such that the leads

immediately open up at an angle of 90° and create large
pads with an area AN ¼ AS ¼ 1.25 mm2 providing
good thermalization. The S lead is covered by a thick
normal-metal shadow as shown in brown in the inset of
Fig. 2, where the N and S layers are interfaced by the same
insulating layer of AlOx as the junction.
The experiment is performed in a dilution refrigerator

(base temperature 9 mK) where each of the sample wires is
cooled by its own separate Cu nuclear refrigerator (NR)
[40], here providing bath temperatures Tbath down to 3 mK.
Nuclear refrigerator temperatures after demagnetization
are highly reproducible and obtained from the precooling
temperatures and previously determined efficiencies [11].
Temperatures above approximately 9 mK are measured
with a cerium magnesium nitrate thermometer which is
calibrated against a standard superconducting fixed-point
device. Since the sample is sensitive to the stray magnetic
field of that applied on the nuclear refrigerator, this field is
compensated down to below 1 G using a separate solenoid.
The I-V curves (see Fig. 2 for the electrical circuit) are
measured using a home-built current preamplifier with
input offset-voltage stabilization [41] to minimize distor-
tions in the I-V curves.
Filtering, radiation shielding, and thermalization are

crucial for obtaining a low γ and low device temperatures.
Each sample wire goes through 1.6 m of thermocoax,
followed by a silver epoxy microwave filter [42], a 30-kHz
low-pass filter, and a sintered silver heat exchanger in the
mixing chamber before passing the Al heat switch and
entering the Cu nuclear stage. The setup is described in
detail in Ref. [11] and is further improved here (see the
Appendix for more details).

IV. RESULTS AND DISCUSSION

In Fig. 1(b), the measured I-V characteristic in the
superconducting gap region is shown by blue dots. The
solid red line corresponds to the full fit based on method A.
In the inset, we present the I-V characteristic at a larger
voltage scale used to extract RT . In Fig. 3(a), the measured
I-V characteristics of the N-I-S junction are shown in
logarithmic scale by blue dots at Tbath ¼ 100;…; 3 mK
from left to right. The full fits are shown as dashed red
lines. The tunneling resistance RT ¼ 7.7 kΩ and the Dynes
parameter γ ¼ 2.2 × 10−5 used in all these fits are deter-
mined based on the I-V characteristics shown in Fig. 1(b) at
high and low voltages, respectively. For the lowest temper-
atures, TN from the nonlinear fit depends strongly on the
superconducting gap [43], making it difficult to determine
the gap with high enough accuracy [44]. However, Eq. (1)
gives a possibility to perform a nonlinear least-squares
fit, and Eq. (3) gives a linear fit, where the parameters Δ
and TN are responsible for the offset and the slope,
respectively. Therefore, at high temperatures (approxi-
mately 100 mK in the present experiment), one can narrow
down the uncertainty inΔ such that TN becomes essentially

FIG. 2. A scanning-electron micrograph of the N-I-S device
together with a schematic of the experimental setup. In the main
panel, the S and N leads of the junction are visible, and
underneath the pads, the ground plane of a square shape is
indicated by a dashed line. Enlarged inset shows the actual tunnel
junction where the S and N leads are shown in blue and brown,
respectively.
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Transmission of LC resonator coupled to a SIN junction

Achieves 90 ⁄µK Hz noise-equivalent temperature with 10 MHz bandwidth
Single microwave photon can be detected

interfering with the resonator readout. Of the two N-S
contacts, one is grounded at the sample stage, while the
other is used to feed a heating current to the island. The
total resistance between the normal electrode of the N-I-S
junction and the ground, including the resistance of theN-S
contact, was measured to be 360 Ω.
We probe the resonator, coupled to input and output

ports via the capacitors CC1 and CC2, by measuring the
transmittance jS21j2 ¼ Pdet=Pgen; see Fig. 1(a). For the
time-resolved measurements described in the following,
the signal is demodulated at the carrier frequency and
recorded with a fast digitizer. The rf input line is attenuated
by 80 dB below 2 K before reaching the sample stage. Two

circulators in series ensure at least 45-dB isolation between
the resonator output and a low-noise high-electron-
mobility-transistor (HEMT) amplifier mounted on the
2-K plate. The bias and heating lines are filtered by a
2-m-long lossy coaxial line (Thermocoax). Sample and
resonator are enclosed in a rf-tight, indium-sealed [21]
copper box mounted at the base plate of a dilution
refrigerator cooled down to 20 mK. The base-plate temper-
ature Tbath is measured by a calibrated ruthenium oxide
thermometer.
At low input power, the resonator probes the differential

conductance G ¼ ∂I=∂Vb of the junction at the bias point
Vb. Figure 1(c) shows how the resonance peak responds to
changes in Vb. The transmittance of the resonator at
resonance is given by

js21j ¼ 2κ
G0

Gþ G0

; ð1Þ

with κ¼CC1CC2=ðC2
C1þC2

C2Þ andG0¼4π2ðC2
C1þC2

C2ÞZ0f20
(here Z0 ¼ 50 Ω is the transmission-line impedance and f0
is the resonance frequency). By measuring js21j2 at Vb ¼ 0
and Vb ≫ Δ=e, where G ≪ G0 and G≈R−1

T , respectively,
we estimateG0 ≈22 μS. For each curve in Fig. 1(c), we note
the corresponding differential resistance G−1, emphasizing
the high sensitivity of the readout at impedances of the order
of 1=G0 ≈50 kΩ. At that impedance, the bandwidth,
defined as the FWHM of the resonance curve, is 10 MHz
and the loadedQ factor is 62.5. In the followingwewill probe
the resonator at resonance.
With the calibrated resonator parameters κ and G0, a

measurement of the transmitted power provides the same
information as the conventional current-voltage character-
istics of aN-I-S junction. In particular, such a measurement
makes it possible to infer the electronic temperature Te in
the Cu island. To extract Te from js21j2, we first convert
js21j2 into G using Eq. (1) and then compare the result to
the expression for the conductance of the N-I-S junction,

G ¼ 1

RTkB Te

Z
dENSðEÞfðE − eVbÞ½1 − fðE − eVbÞ&;

ð2Þ

where kB is the Boltzmann constant, e the electron charge,
NSðEÞ ¼ jReðE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 − Δ2

p
Þj the normalized Bardeen-

Cooper-Schrieffer superconducting density of states,
fðEÞ ¼ ½1þ expðE=kB TeÞ&−1 the Fermi function, and Δ
is the superconducting gap. Notice that the temperature of
the superconducting electrode does not appear in Eq. (2);
this is a well-known property of the N-I-S thermometer
[22]. Moreover, at low bias voltages, the backflow of heat
from the superconductor is not significant at these temper-
atures [23].
In Fig. 1(d), we plot js21j2 as a function of Vb for a set of

bath temperatures Tbath in the range of 20 to 325 mK. The

FIG. 1. The rf N-I-S thermometer. (a) Schematic of the
measurement circuit. (b) False-color micrograph of a represen-
tative device (red, Cu; blue, Al), closing up on the N-I-S junction
used as a thermometer. (c) Small-signal transmittance js21j2
versus frequency for three selected values of the voltage bias
Vb; the corresponding differential resistance G−1 of the N-I-S
junction varies between 7 kΩ and 100 MΩ. (d) Transmittance-
voltage characteristics: js21j2 versus Vb for a set of bath temper-
atures Tbath in the range of 20 to 323 mK. For each temperature,
the transmittance at zero bias is taken as the 0-dB reference. Inset:
Electronic temperature Te versus Vb for different values of Tbath.
The experimental points (triangles) are obtained from the data of
the main panel using Eqs. (1) and (2). The predictions of a
thermal model taking into account electron-phonon and tunneling
heat conductance [20] are shown for comparison (solid lines).
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corresponding Te versus Vb, as extracted from the traces in
the main panel, is plotted in the Fig. 1(d) inset (triangles).
We have excluded points around Vb ¼ Δ=e, where the
first-order temperature sensitivity vanishes. At base temper-
ature Tbath ¼ 20 mK, we find that Te ≈ 85 mK. This
saturated Te corresponds to a spurious injected power _Q0 ≈
400 aW [20], which we ascribe to imperfect shielding of
blackbody radiation as well as low-frequency noise in the
dc lines and in the ground potential. The dependence of Te
on Vb, most pronounced for the lowest-temperature traces,
is due to heat transport across the N-I-S junction. In
particular, cooling is expected to take place when Vb ≈
Δ=e [24], and heating when Vb ≥ Δ=e. Conversely, at high
temperatures, Te closely follows Tbath, as the electron-
phonon heat conductance provides a strong thermal anchor-
ing to the electrons in the Cu island. The agreement
between Te and Tbath establishes the validity of the rf
N-I-S electron thermometry. Furthermore, our data are
quantitatively accounted for by a simple thermal model
which takes the most relevant heat flows into account [20].
The calculated Te (solid lines) agrees well with the
measured ones, except in the vicinity of the optimal cooling
point, where only a modest cooling is observed if compared
to the theoretical prediction. This behavior can be ascribed
to local overheating of the superconductor [25], not
included in the model.

III. TIME-RESOLVED MEASUREMENTS

We demonstrate the real-time capability of our ther-
mometer by measuring the thermal relaxation of the
electron gas in the Cu island in response to a Joule heating
pulse. The heating pulse is generated by feeding an
amplitude-modulated sinusoid of frequency fH ¼ 1 MHz
to a large bias resistor, resulting in an ac heating current of
peak-to-peak amplitude IppH . Because fH is much faster than
the measured thermal relaxation rates (see the following),
the island reacts to a time-averaged heating power
_QH ∝ ðIppH Þ2 when the heating is on. The time-domain
response of the thermometer to the heating pulse is shown
in Fig. 2(b) at base temperature, for a fixed Vb and different
values of IppH . The left axis indicates the instantaneous
power recorded by the digitizer. This power is converted
into temperature using a similar procedure as in the
Fig. 1(d) inset, and the corresponding scale is noted on
the right axis. The temperature reached by the island at the
end of the heating pulse is plotted in the Fig. 2(b) inset as a
function of IppH (triangles), in good agreement with the
prediction of the thermal model (solid line). From Fig. 2,
we see that the thermal response of the island is not
instantaneous; instead, a finite-time relaxation is observed
after the rising and falling edge of the pulse.
With constant heat input and when Te is not far from

its steady-state value Te;0, the heat equation governing

the temperature deviation δT ¼ Te − Te;0 can be
written as

C
dδT
dt

¼ −GthδT; ð3Þ

where C is the electronic heat capacity of the island and Gth
the thermal conductance to its heat bath. Equation (3) tells
us that Te relaxes to Te;0 exponentially with the relaxation
time τ ¼ C=Gth, where C and Gth are to be evaluated at
Te ¼ Te;0. Even after a large change in the heating power
[beyond the linear-response regime described by Eq. (3)],
the final approach to the new Te;0 obeys this exponential
law. The value of C is ideally given by the standard
expression for a Fermi electron gas, C ¼ γVTe;0, where
γ ¼ 71 J K−2 m−3 [26] and V is the volume of the island (in
our case, V ¼ 0.05 μm3). On the other hand, Gth is
determined by the sum of all relevant parallel heat con-
ductances. In the present case, we expect the electron-
phonon heat conductance Gth;NIS and the tunneling heat
conductance through the biasedN-I-S junctionGth;NIS to be
the dominant contributions. Heat transport through the
clean N-S contacts can be neglected [27] and photonic heat
conductance is also negligible for our sample at
these temperatures, due to the mismatch of the relevant
impedances [28]. Measurements of the heat conductance
out of a metallic island were recently reported in Ref. [29].
The standard expression for Gth;e-ph is quoted as
Gth;e-ph ¼ 5ΣVT4

e [30,31]; however, other power laws in
Te have also been reported for experiments on Cu islands
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FIG. 2. Time-resolved thermometry. (a) Amplitude-modulated
sinusoid used to drive the heating pulse (the frequency is not to
scale) and (b) real-time response of the thermometer, obtained by
recording the transmitted powerP versus time for different values
of the heating-pulse amplitude IppH . The conversion from P into
absolute electronic temperature Te is displayed on the right axis.
Inset: Te at the end of the heating pulse (t ¼ 520 μs) versus IppH
(triangles). The prediction of the thermal model [20] is shown for
comparison (solid line). All the traces are taken at base temper-
ature by averaging over 104 heating cycles and the voltage bias is
Vb ¼ 0.17 mV.
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Thermal conductance of S wires

A short S wire is not a good thermal insulator

Inverse proximity effect / quasi-particles not Andreev-reflected

Scale set by sc coherence length
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J. V. Koski, T. T. Heikkila and J. P. 
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thermometers once calibrated against the cryostat tempera-
ture T0 [20]. To create a temperature difference between
the islands, the remaining pair of NIS junctions on island 1
is biased by a dc voltage ejVj & 2!, making this SINIS
structure function as an electronic refrigerator [21,22] due
to energy-selective QP tunneling. On the other hand, the
low bias current of the thermometer does not significantly
affect the thermal balance of the island.

Figure 2 displays the measured electronic temperatures
Ti for each sample at three representative bath tempera-
tures T0. For all T0 displayed in Fig. 2, a drop in the
temperature T1 of island 1 is evident close to ejVj ’ 2!,
where the cooling power of the SINIS refrigerator reaches
its maximum. At the highest bath temperatures displayed,
the temperature T2 of the remote island first closely follows
T1, but at lower T0 a strongly LS-dependent difference
develops. At the observed electronic temperatures, thermal
conduction through the substrate is weak, and a difference
between T1 and T2 as a function of V therefore reflects the
thermal conductanceGth of the S wire. To characterize this
thermal link between the islands, we choose to study the
temperature drops !Ti ! TiðVÞ $ TiðV ¼ 0Þ at the opti-
mal cooler bias voltage as a function of T0. For consistency
we performed several measurements on each sample, per-
muting the pairs of NIS junctions used for thermometry
and refrigeration. The ratio !T2=!T1 has the advantage of
being largely insensitive to the cooling power of the re-
frigerator junctions; i.e., it is unaffected by their RT or
other characteristics.

To analyze the dependence of the relative temperature
drop !T2=!T1 on T0, we utilize the thermal model of
Fig. 1(d). Since the bias voltage V of the SINIS refrigerator

is swept at a very low rate compared to the e-ph relaxation
time, the system reaches a thermal steady state at each V,
corresponding to the heat balance equations Pcool $ PS $
Pe-ph;1 $ P1 ¼ 0 and PS $ Pe-ph;2 $ P2 ¼ 0 for island 1
and 2, respectively. We assume the islands to exchange
energy via QP heat conduction along the S wire, described
by Gth and the heat flow PS. In addition, heat is removed
from the cooled island, described by the power Pcool [22].
At the optimal cooler bias voltage, typical values of Pcool

for the measured samples lie in the range 10– 100 fW.
Electrons on each island are thermally coupled to the
island phonons at T0 via e-ph coupling, modeled by the
power flows Pe-ph;i ¼ "V iðT5

0 $ T5
i Þ [23]. Here, " ’ 2&

109 WK$5m$3 [19] is the e-ph coupling constant of Cu,
and V i is the volume of island i. Finally, the constant
terms Pi ’ 1 fW account for unavoidable parasitic heating
from the electrical environment. We assume a low Kapitza
resistance between the Cu island and substrate phonons,
thereby neglecting any lattice cooling or heating. This
allows us to fix the phonon temperature to T0, i.e., the
cryostat bath temperature. We neglect also the photonic
heat conduction, because of mismatched impedances, as
well as e-ph coupling within the superconductor due to the
short length of the S wires [24].
Figure 3(a) displays the measured T0 dependence of

!T2=!T1 for the four samples. Predictions of the thermal
model with Gth calculated by using Eqs. (1) and (3) with

FIG. 2 (color online). Measured electronic temperatures T1

(blue solid lines) and T2 (red dotted lines) as a function of the
voltage V across the SINIS refrigerator on island 1. Each panel
shows data acquired at three different bath temperatures T0.
Sample I was refrigerated with only a single NIS junction; hence
the voltage axis was scaled up by a factor of 2.

FIG. 3 (color online). (a) Temperature dependence of the
relative temperature drop !T2=!T1. The symbols show the
measured data, whereas the solid, dashed, and dash-dotted lines
correspond to the thermal model with Gth based on Eq. (3), the
lS ' 1 limit of Eq. (2), and a numerical solution of the Usadel
equation, respectively. The error bars are based on the uncer-
tainty in the temperature calibration of the NIS thermometers.
(b),(c) T dependence of the Gth employed to produce the solid
lines in (a), normalized to GN

th in (b) and to GBCS
th in (c).
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described in terms of a position- and energy-dependent
complex function !ðx; EÞ. From a solution of the Usadel
equations [4,17,18], it follows thatGthof a diffusive S wire
of length lS ¼ LS="0 between two N reservoirs is given by

Gth¼
GN

2kBT
2e2

Z 1

0
dEE2MðEÞsech2

!
E

2kBT

"
: (1)

Here, GN ¼ R$1
N denotes the normal state electrical

conductance of the S wire, and MðEÞ is an energy-

dependent heat transparency defined by MðEÞ$1 ¼
l$1
S

RlS
0 dxcos$2½Im!ðx; EÞ&. The quantity MðEÞ can be in-

terpreted as the fraction of QPs which are able to diffuse
through the S wire from one N reservoir to the other,
relative to that in the normal state. In the BCS limit with
lS ' 1,MðEÞ ¼ 1 at E>!, and it vanishes below the gap.
In that case, defining y ¼ !=kBT, we recover for y * 2
from Eq. (1) the result

GBCS
th ’ 2GNTðkB=eÞ2ðy2 þ 2yþ 2Þe$y: (2)

On the other hand, in the normal state with MðEÞ ) 1,
Eq. (1) reduces to the Wiedemann-Franz value GN

th¼
L0GNT with the Lorenz number L0 ¼ ð#2=3Þk2B=e2.
Neglecting self-consistency of the order parameter and

the overlaps of N and S, we can find an analytical approxi-
mation for Gth which includes subgap heat transport and
describes how MðEÞ starts to deviate from a step function
as lS decreases [18]. At energies E<! we have

MðEÞ ’ 32fIm tanh½ð!S $ !0Þ=4&g2be$b cothðb=2Þ; (3)

with b ¼ lSð2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 $ E2

p
=!0Þ1=2, whereas MðEÞ ’ 1 for

E>!. Here, !S ¼ artanhð!=EÞ and !0 are the values of
! far in the superconductor and close to the NS interface,
respectively. The value of !0 is found by considering the
boundary condition for ! at the interface. In the limit of
vanishing interface resistance it is determined mainly by
the quantity r ¼ AS$

N
S =AN$

N
N, which includes the cross

sections and normal state conductivities of the S and N
parts. In the zero temperature limit the normalized thermal
conductance Gth=G

N
th saturates to the constant value Mð0Þ

and grows as *T2 at low temperatures. For AS=AN + 1
and lS * 4, we find Mð0Þ ’ 32ð3

ffiffiffi
2

p
$ 4ÞlS expð$

ffiffiffi
2

p
lSÞ.

The result of Eq. (3) with AS=AN + 1 is compared to
non-self-consistent numerical estimates in Fig. 1(b), and
we see it to be valid for lS * 4. The Gth in Fig. 1(c) is
consequently obtained by using this MðEÞ in Eq. (1) and
assuming a BCS temperature dependence for !. This is
shown below to be in fair agreement with experiments, but
especially at higher temperatures and for shorter samples
self-consistent numerical calculations become necessary.
The samples were fabricated on an oxidized silicon

substrate by electron beam lithography and three-angle
shadow evaporation of the metals through a suspended
resist mask. Based on resistivity measurements, we esti-
mate DS ’ 50– 75 cm2=s and l ’ 10 nm for aluminum.
Together with the energy gap !0 ’ 200 %eV for Al, we
have "0 ’ 100– 150 nm. The structures were measured
through filtered signal lines in a 3He-4He dilution refrig-
erator with a base temperature below 50 mK. Here, we
present measurements on four samples with the nonover-
lapped S length LS varying in the range 400 nm– 4 %m. We
refer to Table I for sample parameters and dimensions. We
estimate the interface resistance of the direct transparent
NS contacts to be less than 1 ". The strong electron-
electron interaction in copper allows us to assume a well-
defined local electronic temperature to exist on each island.
Because of the relatively small size of the islands, we are
able to probe and control these temperatures in the follow-
ing way: As shown in Fig. 1(a), on each island i one pair of
NIS junctions is biased by a battery-powered floating
source at a fixed current Ith;i & 0:005!0=eRT , i ¼ 1; 2.
Since QP tunneling in a NIS junction and therefore the
current-voltage characteristic is strongly dependent on the
normal metal temperature [19], the voltages Vth;i act as

FIG. 1 (color online). (a) Scanning electron micrograph of a
typical sample, together with the configuration for thermal
conductance measurements. Two Cu islands are connected via
a short superconducting Al wire with transparent NS interfaces.
Four S electrodes (top of the image) are connected to each of the
two N islands through tunnel barriers for electronic thermometry
and temperature control. Inset: Sketch of the side profile of the
NSN structure, consisting of an S wire connected via overlap
junctions to two N reservoirs. (b) Heat transparencies and
(c) thermal conductances from a numerical calculation (solid
line) and an analytical approximation (dotted line) for an NSN
structure with an S wire of the indicated length lS ¼ LS="0.
(d) Thermal model for the experimental setup as detailed in the
text. Arrows indicate direction of heat flows at temperatures
T1 < T2 < T0.
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thermometers once calibrated against the cryostat tempera-
ture T0 [20]. To create a temperature difference between
the islands, the remaining pair of NIS junctions on island 1
is biased by a dc voltage ejVj & 2!, making this SINIS
structure function as an electronic refrigerator [21,22] due
to energy-selective QP tunneling. On the other hand, the
low bias current of the thermometer does not significantly
affect the thermal balance of the island.

Figure 2 displays the measured electronic temperatures
Ti for each sample at three representative bath tempera-
tures T0. For all T0 displayed in Fig. 2, a drop in the
temperature T1 of island 1 is evident close to ejVj ’ 2!,
where the cooling power of the SINIS refrigerator reaches
its maximum. At the highest bath temperatures displayed,
the temperature T2 of the remote island first closely follows
T1, but at lower T0 a strongly LS-dependent difference
develops. At the observed electronic temperatures, thermal
conduction through the substrate is weak, and a difference
between T1 and T2 as a function of V therefore reflects the
thermal conductanceGth of the S wire. To characterize this
thermal link between the islands, we choose to study the
temperature drops !Ti ! TiðVÞ $ TiðV ¼ 0Þ at the opti-
mal cooler bias voltage as a function of T0. For consistency
we performed several measurements on each sample, per-
muting the pairs of NIS junctions used for thermometry
and refrigeration. The ratio !T2=!T1 has the advantage of
being largely insensitive to the cooling power of the re-
frigerator junctions; i.e., it is unaffected by their RT or
other characteristics.

To analyze the dependence of the relative temperature
drop !T2=!T1 on T0, we utilize the thermal model of
Fig. 1(d). Since the bias voltage V of the SINIS refrigerator

is swept at a very low rate compared to the e-ph relaxation
time, the system reaches a thermal steady state at each V,
corresponding to the heat balance equations Pcool $ PS $
Pe-ph;1 $ P1 ¼ 0 and PS $ Pe-ph;2 $ P2 ¼ 0 for island 1
and 2, respectively. We assume the islands to exchange
energy via QP heat conduction along the S wire, described
by Gth and the heat flow PS. In addition, heat is removed
from the cooled island, described by the power Pcool [22].
At the optimal cooler bias voltage, typical values of Pcool

for the measured samples lie in the range 10– 100 fW.
Electrons on each island are thermally coupled to the
island phonons at T0 via e-ph coupling, modeled by the
power flows Pe-ph;i ¼ "V iðT5

0 $ T5
i Þ [23]. Here, " ’ 2&

109 WK$5m$3 [19] is the e-ph coupling constant of Cu,
and V i is the volume of island i. Finally, the constant
terms Pi ’ 1 fW account for unavoidable parasitic heating
from the electrical environment. We assume a low Kapitza
resistance between the Cu island and substrate phonons,
thereby neglecting any lattice cooling or heating. This
allows us to fix the phonon temperature to T0, i.e., the
cryostat bath temperature. We neglect also the photonic
heat conduction, because of mismatched impedances, as
well as e-ph coupling within the superconductor due to the
short length of the S wires [24].
Figure 3(a) displays the measured T0 dependence of

!T2=!T1 for the four samples. Predictions of the thermal
model with Gth calculated by using Eqs. (1) and (3) with

FIG. 2 (color online). Measured electronic temperatures T1

(blue solid lines) and T2 (red dotted lines) as a function of the
voltage V across the SINIS refrigerator on island 1. Each panel
shows data acquired at three different bath temperatures T0.
Sample I was refrigerated with only a single NIS junction; hence
the voltage axis was scaled up by a factor of 2.

FIG. 3 (color online). (a) Temperature dependence of the
relative temperature drop !T2=!T1. The symbols show the
measured data, whereas the solid, dashed, and dash-dotted lines
correspond to the thermal model with Gth based on Eq. (3), the
lS ' 1 limit of Eq. (2), and a numerical solution of the Usadel
equation, respectively. The error bars are based on the uncer-
tainty in the temperature calibration of the NIS thermometers.
(b),(c) T dependence of the Gth employed to produce the solid
lines in (a), normalized to GN

th in (b) and to GBCS
th in (c).
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dominate7: Tcr 5 [r0pkB
2/(30"SV)]1/3. For typical metals, for which

S <109 W m2 3 K2 5, for mesoscopic resistors with V < 102 20 m3,
and for matching where r0 is not too low as compared to unity,
one obtains Tcr < 100–200 mK. Such temperatures are in the range
of experiments that we describe here. By state-of-the-art electron-
beam lithography one can obtain metallic islands of volumes as small
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kelvin.

To investigate the electron–photon thermal conduction experi-
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resistors. This allows us to measure the modulation of Pn, or Gn, in
response to the externally controllable impedance Z(v). In practice
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Fig. 1. These SQUIDs serve as the thermal switches between the
resistors, as will be described below.
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and three angle shadow evaporation. The film thickness of the super-
conducting lines is 20 nm. The two AuPd resistors are nominally
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tances are Ri < 200V each. One of them, say R1, is connected by
four NIS (normal–insulator–superconductor) tunnel junctions to
external aluminium leads to allow for thermometry16 and Joule heat-
ing. The normal state resistance of each NIS junction is about 50 kV.
The resistors are connected by direct NS contacts to the supercon-
ducting lines in between, without a tunnel barrier. They are, however,
long enough such that they are not noticeably affected by proximity
superconductivity. This is verified by the measured tunnel character-
istics of the nearby NIS tunnel junctions. Owing to the superconduc-
tors being at a low working temperature, which is typically a factor of
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Each DC-SQUID can be modelled as a parallel connection of a
Josephson inductance LJ and capacitance CJ. LJ < "/(2eIC) can be
tuned by external magnetic flux W threading through the DC-
SQUID loop, as the critical current is IC < IC0 jcos(pW/W0)j. Here
IC0 is the Ambegaokar-Baratoff critical current17 determined by geo-
metry and materials, and W0 5 h/2e < 2 3 102 15 Wb is the flux
quantum. Capacitance CJ is a constant determined by geometry
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The length of the lines connecting resistors R1 and R2 is ,30 mm,
that is, much shorter than the typical thermal wavelength lth 5 2p"c/
(kBT), which is several centimetres at 100 mK; here c < 108 m s2 1 is
the speed of light on a silicon substrate. Therefore we do not need to
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instead Z(v) is effectively a lumped series connection of two LC
circuits, that is, Z(v) 5 i2vLJ/[1 2 (v/v0)2]. Here v0 5 (LJCJ)

2 1/2,
and we have assumed for simplicity that the two DC-SQUIDs are
identical and that they are exposed to the same magnetic field. This is
expected to be a good approximation in view of the symmetric
experimental configuration. The net heat flow between 1 and 2 is
then given by

Pn~
pk2
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12B r1T 2
e1{r2T 2

e2

! "
ð4Þ

where the matching parameters ri now depend on temperature as:
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ð?

0

dx
x
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1{(vth,i=v0)2x2
$ %2

" #{1
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Above we have defined vth,i ; kBTei/" and tR ; LJ/[(R1 1 R2)/2].
For the full description, we still need a thermal model incorporat-

ing the two competing relaxation mechanisms, due to photons and
phonons, respectively. This is schematically depicted in Fig. 1, where

the temperature in each resistor tends to relax via electron–phonon
coupling Gepi to the constant temperature T0 of the bath, and towards
a common temperature of the two resistors via the tunable photonic
conductance Gn. Pi denotes the external heat leak into resistor i:
owing to wire connections, P1 has a significant non-zero value even
in the absence of intentional heating, whereas P2 turns out to be very
small, as the corresponding resistor is not connected directly to
external leads. We may describe the steady state of the system by
power balance equations:

Pi~+
pk2

B

12B r1T 2
e1{r2T 2

e2

! "
zSVi T 5

ei{T 5
0

! "
, i~1,2 ð6Þ

where 6 equals 1 for i 5 1, and 2 for i 5 2, and Vi is the volume of
resistor i. Equation (6) combined with equation (5) can be solved
numerically to obtain the temperatures Tei under given conditions.
We note that the thermal analysis of the system would be even sim-
pler, if resistor 2 were very large in size (but still with the same
resistance) to fix Te2 at T0. Yet such a design would introduce com-
plications in fabrication, and also the simple lumped element elec-
trical analysis would eventually fail.

The experiments were performed in a 3He-4He dilution refriger-
ator at temperatures from 30 mK up to several hundred mK. All the
measurement wiring was carefully filtered and essentially only DC
signals were used. One of the NIS tunnel junction pairs connected to
resistor 1 was used as a thermometer by applying a small (2.4 pA) DC
current IP through it and by measuring the corresponding temper-
ature dependent voltage VP. When biased at a low enough current,
high sensitivity is obtained without excessive self-heating or self-
cooling effects9. The NIS thermometer is then calibrated by mea-
suring VP against the bath temperature T0, by slowly sweeping the
temperature of the mixing chamber through the range of interest,
from about 40 mK up to about 500 mK. Figure 2a shows such a
calibration run. The dependence of R ; VP/IP on temperature turns
out to be linear in the range 100–300 mK, which is as expected at
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Figure 2 | Results of the measurements in the absence of extra heating.
a, The NIS thermometer calibration. The dots indicate the measured
resistance (right scale) at the bias current of 2.4 pA as a function of bath
temperature T0. The lines show calculated Te1 (left scale) versus T0 for
P1 5 1 fW (solid line) and for P1 5 0 (dashed line). b, Flux modulation of Te1

recorded at the values of T0 indicated. c, The measured amplitude (symbols)
of temperature modulation plotted against T0 and compared to the
theoretical model (line) as described in the text, assuming P1 5 1 fW
according to a. d, The ratio of the photonic thermal conductance Gn in our
circuit at W 5 0 and the quantum of thermal conductance GQ as a function of
the electron temperature Tei. This plot is a calculated result based on the
experimentally determined values of the system parameters, as given in the
text.

LETTERS NATURE | Vol 444 | 9 November 2006

188
Natu re  Pu blishin g Gro u p ©2 0 0 6

Photonic channel for the heat conduction = 1 quantum of conductance

Near-field regime

Heat transport between two electronic baths modulated by flux in a SQUID

LETTERS
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The thermal conductance of a single channel is limited by its
unique quantum value GQ, as was shown theoretically1 in 1983.
This result closely resembles the well-known quantization of elec-
trical conductance in ballistic one-dimensional conductors2,3.
Interestingly, all particles—irrespective of whether they are
bosons or fermions—have the same quantized thermal conduc-
tance4,5 when they are confined within dimensions that are small
compared to their characteristic wavelength. The single-mode
heat conductance is particularly relevant in nanostructures.
Quantized heat transport through submicrometre dielectric wires
by phonons has been observed6, and it has been predicted to influ-
ence cooling of electrons in metals at very low temperatures due to
electromagnetic radiation7. Here we report experimental results
showing that at low temperatures heat is transferred by photon
radiation, when electron–phonon8 as well as normal electronic
heat conduction is frozen out. We study heat exchange between
two small pieces of normal metal, connected to each other only via
superconducting leads, which are ideal insulators against conven-
tional thermal conduction. Each superconducting lead is inter-
rupted by a switch of electromagnetic (photon) radiation in the
form of a DC-SQUID (a superconducting loop with two Josephson
tunnel junctions). We find that the thermal conductance between
the two metal islands mediated by photons indeed approaches the
expected quantum limit of GQ at low temperatures. Our obser-
vation has practical implications—for example, for the perform-
ance and design of ultra-sensitive bolometers (detectors of
far-infrared light) and electronic micro-refrigerators9, whose
operation is largely dependent on weak thermal coupling between
the device and its environment.

To get a picture of the radiative thermal coupling, we start by
considering two resistors at temperatures Te1 and Te2, whose resis-
tances are R1 and R2, respectively, connected via a frequency (v/2p)
dependent impedance Z(v); see Fig. 1. For simplicity we assume
Z(v) to be fully reactive, so that only the two resistors emit and
absorb noise heating. The net power flow Pn between the two resistors
from 1 to 2 due to the electron–photon coupling is then given by1,7:

Pn~

ð?

0

dv

2p

4R1R2

Zt vð Þj j2
Bv n1 vð Þ{n2 vð Þ½ $ ð1Þ

Here, Zt(v) ; R1 1 R2 1 Z(v) is the total series impedance of the
circuit, and ni(v) ; [exp("v/kBTei) 2 1]2 1 are the boson occu-
pation factors at the temperatures of the resistors i 5 1, 2.
Specifically, for a lossless direct connection of the two resistors,
Z(v) ; 0, we can integrate equation (1) with the result:

PZ~0
n ~r0

pk2
B

12B T 2
e1{T 2

e2

" #
ð2Þ

Here r0 ; 4R1R2/(R1 1 R2)2 is the matching factor, which obtains its
maximum value of unity when R1 5 R2. Thermal conductance by the
photonic coupling, Gn (defined as the linear response of Pn for small

temperature difference DT ; Te1 2 Te2 around T ; (Te1 1 Te2)/2),
can then be obtained from equation (2) for the lossless connection as

Gn~r0GQ ð3Þ

where GQ~
pk2

B

6B T is the quantum of thermal conductance. Thus Gn

attains the maximum value for a single transmission channel, GQ, in a
matched circuit. This result is predicted to hold not only for such
photon-mediated coupling, but much more generally for carriers of
arbitrary exclusion statistics10,11 from bosons to fermions4,5,12–14. Note
that discussion on massless bosons such as photons or phonons is
identical in detail1, with proper definition of channel transmission in
each case. Quantized thermal conductance was observed for the first
time in phonons in ref. 6.

Owing to its relatively weak temperature dependence, / T, elec-
tron–photon coupling is expected to become the dominant relaxa-
tion means at sufficiently low T. The competing electron–phonon
thermal conductance Gep behaves normally as Gep < 5SVT 4, where
S is a material parameter and V is the volume of the resistor. This
result derives from the expression for heat flux from electrons to
lattice, Pep < SV(Tei

5 2 T0
5), where Tei and T0 are the temperatures

of the electrons in the resistor and of the lattice, respectively8.
Equating Gn from equation (3) and Gep, one finds the cross-over
temperature, Tcr, below which the photonic conductance should

1Low Temperature Laboratory, Helsinki University of Technology, PO Box 3500, 02015 TKK, Finland. 2Université Joseph Fourier and LCMI-CNRS, BP 166, 25 Avenue des Martyrs,
38042 Grenoble cedex 9, France.
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Figure 1 | The system under investigation. At the top, we show thermal
(left) and electrical (right) models; at the bottom, a scanning electron
micrograph of the device (left), and a magnified view of resistor 1 with four
adjoining NIS and two NS contacts (right). See text for details.
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The thermal conductance of a single channel is limited by its
unique quantum value GQ, as was shown theoretically1 in 1983.
This result closely resembles the well-known quantization of elec-
trical conductance in ballistic one-dimensional conductors2,3.
Interestingly, all particles—irrespective of whether they are
bosons or fermions—have the same quantized thermal conduc-
tance4,5 when they are confined within dimensions that are small
compared to their characteristic wavelength. The single-mode
heat conductance is particularly relevant in nanostructures.
Quantized heat transport through submicrometre dielectric wires
by phonons has been observed6, and it has been predicted to influ-
ence cooling of electrons in metals at very low temperatures due to
electromagnetic radiation7. Here we report experimental results
showing that at low temperatures heat is transferred by photon
radiation, when electron–phonon8 as well as normal electronic
heat conduction is frozen out. We study heat exchange between
two small pieces of normal metal, connected to each other only via
superconducting leads, which are ideal insulators against conven-
tional thermal conduction. Each superconducting lead is inter-
rupted by a switch of electromagnetic (photon) radiation in the
form of a DC-SQUID (a superconducting loop with two Josephson
tunnel junctions). We find that the thermal conductance between
the two metal islands mediated by photons indeed approaches the
expected quantum limit of GQ at low temperatures. Our obser-
vation has practical implications—for example, for the perform-
ance and design of ultra-sensitive bolometers (detectors of
far-infrared light) and electronic micro-refrigerators9, whose
operation is largely dependent on weak thermal coupling between
the device and its environment.

To get a picture of the radiative thermal coupling, we start by
considering two resistors at temperatures Te1 and Te2, whose resis-
tances are R1 and R2, respectively, connected via a frequency (v/2p)
dependent impedance Z(v); see Fig. 1. For simplicity we assume
Z(v) to be fully reactive, so that only the two resistors emit and
absorb noise heating. The net power flow Pn between the two resistors
from 1 to 2 due to the electron–photon coupling is then given by1,7:
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Here, Zt(v) ; R1 1 R2 1 Z(v) is the total series impedance of the
circuit, and ni(v) ; [exp("v/kBTei) 2 1]2 1 are the boson occu-
pation factors at the temperatures of the resistors i 5 1, 2.
Specifically, for a lossless direct connection of the two resistors,
Z(v) ; 0, we can integrate equation (1) with the result:
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Here r0 ; 4R1R2/(R1 1 R2)2 is the matching factor, which obtains its
maximum value of unity when R1 5 R2. Thermal conductance by the
photonic coupling, Gn (defined as the linear response of Pn for small

temperature difference DT ; Te1 2 Te2 around T ; (Te1 1 Te2)/2),
can then be obtained from equation (2) for the lossless connection as

Gn~r0GQ ð3Þ

where GQ~
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6B T is the quantum of thermal conductance. Thus Gn

attains the maximum value for a single transmission channel, GQ, in a
matched circuit. This result is predicted to hold not only for such
photon-mediated coupling, but much more generally for carriers of
arbitrary exclusion statistics10,11 from bosons to fermions4,5,12–14. Note
that discussion on massless bosons such as photons or phonons is
identical in detail1, with proper definition of channel transmission in
each case. Quantized thermal conductance was observed for the first
time in phonons in ref. 6.

Owing to its relatively weak temperature dependence, / T, elec-
tron–photon coupling is expected to become the dominant relaxa-
tion means at sufficiently low T. The competing electron–phonon
thermal conductance Gep behaves normally as Gep < 5SVT 4, where
S is a material parameter and V is the volume of the resistor. This
result derives from the expression for heat flux from electrons to
lattice, Pep < SV(Tei

5 2 T0
5), where Tei and T0 are the temperatures

of the electrons in the resistor and of the lattice, respectively8.
Equating Gn from equation (3) and Gep, one finds the cross-over
temperature, Tcr, below which the photonic conductance should
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Figure 1 | The system under investigation. At the top, we show thermal
(left) and electrical (right) models; at the bottom, a scanning electron
micrograph of the device (left), and a magnified view of resistor 1 with four
adjoining NIS and two NS contacts (right). See text for details.
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The thermal conductance of a single channel is limited by its
unique quantum value GQ, as was shown theoretically1 in 1983.
This result closely resembles the well-known quantization of elec-
trical conductance in ballistic one-dimensional conductors2,3.
Interestingly, all particles—irrespective of whether they are
bosons or fermions—have the same quantized thermal conduc-
tance4,5 when they are confined within dimensions that are small
compared to their characteristic wavelength. The single-mode
heat conductance is particularly relevant in nanostructures.
Quantized heat transport through submicrometre dielectric wires
by phonons has been observed6, and it has been predicted to influ-
ence cooling of electrons in metals at very low temperatures due to
electromagnetic radiation7. Here we report experimental results
showing that at low temperatures heat is transferred by photon
radiation, when electron–phonon8 as well as normal electronic
heat conduction is frozen out. We study heat exchange between
two small pieces of normal metal, connected to each other only via
superconducting leads, which are ideal insulators against conven-
tional thermal conduction. Each superconducting lead is inter-
rupted by a switch of electromagnetic (photon) radiation in the
form of a DC-SQUID (a superconducting loop with two Josephson
tunnel junctions). We find that the thermal conductance between
the two metal islands mediated by photons indeed approaches the
expected quantum limit of GQ at low temperatures. Our obser-
vation has practical implications—for example, for the perform-
ance and design of ultra-sensitive bolometers (detectors of
far-infrared light) and electronic micro-refrigerators9, whose
operation is largely dependent on weak thermal coupling between
the device and its environment.

To get a picture of the radiative thermal coupling, we start by
considering two resistors at temperatures Te1 and Te2, whose resis-
tances are R1 and R2, respectively, connected via a frequency (v/2p)
dependent impedance Z(v); see Fig. 1. For simplicity we assume
Z(v) to be fully reactive, so that only the two resistors emit and
absorb noise heating. The net power flow Pn between the two resistors
from 1 to 2 due to the electron–photon coupling is then given by1,7:

Pn~

ð?

0

dv

2p

4R1R2

Zt vð Þj j2
Bv n1 vð Þ{n2 vð Þ½ $ ð1Þ

Here, Zt(v) ; R1 1 R2 1 Z(v) is the total series impedance of the
circuit, and ni(v) ; [exp("v/kBTei) 2 1]2 1 are the boson occu-
pation factors at the temperatures of the resistors i 5 1, 2.
Specifically, for a lossless direct connection of the two resistors,
Z(v) ; 0, we can integrate equation (1) with the result:
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Here r0 ; 4R1R2/(R1 1 R2)2 is the matching factor, which obtains its
maximum value of unity when R1 5 R2. Thermal conductance by the
photonic coupling, Gn (defined as the linear response of Pn for small

temperature difference DT ; Te1 2 Te2 around T ; (Te1 1 Te2)/2),
can then be obtained from equation (2) for the lossless connection as

Gn~r0GQ ð3Þ

where GQ~
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6B T is the quantum of thermal conductance. Thus Gn

attains the maximum value for a single transmission channel, GQ, in a
matched circuit. This result is predicted to hold not only for such
photon-mediated coupling, but much more generally for carriers of
arbitrary exclusion statistics10,11 from bosons to fermions4,5,12–14. Note
that discussion on massless bosons such as photons or phonons is
identical in detail1, with proper definition of channel transmission in
each case. Quantized thermal conductance was observed for the first
time in phonons in ref. 6.

Owing to its relatively weak temperature dependence, / T, elec-
tron–photon coupling is expected to become the dominant relaxa-
tion means at sufficiently low T. The competing electron–phonon
thermal conductance Gep behaves normally as Gep < 5SVT 4, where
S is a material parameter and V is the volume of the resistor. This
result derives from the expression for heat flux from electrons to
lattice, Pep < SV(Tei
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of the electrons in the resistor and of the lattice, respectively8.
Equating Gn from equation (3) and Gep, one finds the cross-over
temperature, Tcr, below which the photonic conductance should
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Figure 1 | The system under investigation. At the top, we show thermal
(left) and electrical (right) models; at the bottom, a scanning electron
micrograph of the device (left), and a magnified view of resistor 1 with four
adjoining NIS and two NS contacts (right). See text for details.
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Theory: heat transport through a SET

The first term describes two-electron cotunneling that
describes the charge excitations away from resonance,
! ! !N . The second and third term are contributions on
resonance, ! ! !N , that, in the low-temperature regime,
are identified with corrections to sequential tunneling due
to renormalization of the tunnel-coupling strength and the
charging-energy gap, respectively.

Results.—Analytical results for the thermoelectric coef-
ficients can be found from Eq. (7 ) with Eqs. (8)–(11). In
Fig. 1 we show the resulting dimensionless thermoelectric
coefficients gV , gT ! m, k, and the Lorenz ratio L normal-
ized by L0, as a function of gate voltage for various
temperatures, in Fig. 2 the temperature dependence of
L=L0 for various gate voltages. The tunnel coupling is
chosen as !L=R0 ! 0:01. Temperature and gate-voltage de-
pendence of the Lorenz ratio can be elucidated by deriving
analytical expressions for various limits. (i) In the high-
temperature regime, "EC " 1, Coulomb oscillations are
washed out; i.e., there is no gate-voltage dependence. To
calculate corrections to Wiedemann-Franz law in this re-
gime, we expand the gate-voltage average of all thermo-
electric coefficients in powers up to #"EC$2 to find

 

L
L0
! 1% 2

#2 "EC &
1% 24!0

3#2 #"EC$2: (12)

Deviations from Wiedemann-Franz law are visible before
Coulomb oscillations set in, see Fig. 2, where for kBT *
EC the curves coincide for all gate voltages while L > L0.
(ii) In the on-resonance low-temperature regime, "EC '
1 but "!N " 1 for one N (say N ! 0), transport is domi-
nated by sequential tunneling and only the charge states 0
and 1 occur. The sequential-tunneling contribution then
yields

 

L
L0
! 1% #"!0$2=#2#$2; (13)

in agreement with Ref. [8]. The Wiedemann-Franz law is
only fulfilled for a vanishing charging-energy gap, !0 ! 0,
with corrections quadratic in "!0 away from resonance.
These corrections indicate, that the contribution of each
transported particle to the heat current scales with the
charging-energy gap !0 instead of temperature kBT as in
bulk transport.

Higher-order corrections in !0 lead to an increase of the
Lorenz ratio. For !0 ! 0 we find

 

L
L0
! 1% 4!0=3 & 2!0($% ln#"EC=#$)

1 & 2!0($% ln#"EC=#$)
; (14)

with Euler’s constant $ ! 0:577 . . . . The terms logarith-
mic in temperature are associated with the renormalization
of the tunnel-coupling strength, that enter both gV and k in
the same way, so that it affects the Lorenz ratio only
weakly. (iii) In the off resonance low-temperature regime,
"!N ' 1 for all N, transport is dominated by cotunneling.
Expanding the thermoelectric coefficients up to quadratic
order in temperature, and taking into account only !0 and
!& 1 as the two lowest excitation energies, we find gV !
!0#8#2=3$E2

C=#"!0!& 1$2, gT ! m ! 0, and k !
3#2=5gV . Because of weak energy dependence of the
cotunneling scattering rate, proportionality between charge
and heat conductance is recovered, however, with a differ-
ent prefactor, as
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5
: (15)
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FIG. 1. Coulomb oscillations of thermoelectric coefficients
and Lorenz ratio. For high temperatures (kBT ! EC=2—dotted
line) oscillations are washed out. In the sequential-tunneling
regime (kBT ! EC=10—dashed line) the Lorenz ratio is given
by Eq. (13) around each resonance. For low temperatures
(kBT ! EC=40—solid line) the new universal Lorenz ratio
9=5L0 is reached in the cotunneling regime.
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Real-time observation of Andreev tunneling

Rate one order of magnitude higher
than expected for a uniform barrier
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We provide a direct proof of two-electron Andreev transitions in a superconductor–normal-metal tunnel

junction by detecting them in a real-time electron counting experiment. Our results are consistent with

ballistic Andreev transport with an order of magnitude higher rate than expected for a uniform barrier,

suggesting that only part of the interface is effectively contributing to the transport. These findings are

quantitatively supported by our direct current measurements in single-electron transistors with similar

tunnel barriers.

DOI: 10.1103/PhysRevLett.106.217003 PACS numbers: 74.50.+r, 73.23.!b, 73.40.Gk

Electronic transport across a boundary between conduc-
tors with dissimilar carriers is a nontrivial process. Of
particular interest in this respect is the transport through
a superconductor–normal-metal interface that at low ener-
gies is dominated by Andreev reflection [1–10], where a
Cooper pair in a superconductor is converted into two
electrons in the normal metal or vice versa. Here we
employ electron counting techniques [11–17] to detect
these Andreev events. Since the observed rate depends on
the coherence of the two electrons involved in the transi-
tion, we obtain, as a result, a fingerprint of the junction
electrodes and the tunnel barrier.

The techniques used for observing individual electrons
are based on the Coulomb blockade effect where the
electrostatic energy of a small metallic island changes
noticeably when only one elementary charge e is placed
on or removed from it. In the present experiment, we
employ an isolated single-electron box where a supercon-
ducting island is connected to a normal metal one [17], but
neither of these two is connected galvanically to the exter-
nal circuitry. The electron tunneling rates between the
islands are then sufficiently low to be monitored by low-
frequency electrometry and are described in detail by
relatively simple theoretical considerations [17,18]. We
use a single-electron transistor (SET) [11–15,17,19–22]
as an ultrasensitive electrometer. With charge sensitivity
as good as 10!5e=

ffiffiffiffiffiffi
Hz

p
[22–24], it is capable to detect

individual electrons with high precision. In Fig. 1, we
show a micrograph of our sample fabricated by standard
e-beam processing.

The tunneling rates and resulting charge distribution
between the two islands of the isolated box can be adjusted
with an offset charge induced by a gate voltage. The
electrostatic energy of a state with n excess electrons on
one of the islands is given by E n ¼ E cðn! ngÞ2, where E c

is the charging energy for individual electrons and ng is the

normalized offset charge that can be viewed as the polar-
ization charge on the gate capacitor and determines the
energetically preferred way to occupy the different charge
states n [20]. In Fig. 2(a), the two extreme cases are shown.
In the Coulomb blockade regime for single electrons, ng is
an integer and the state n ¼ ng has the minimal energy
E n ¼ 0. To enter an excited state, one electron can tunnel
either into or out of the island [dotted black lines with
arrows in Fig. 2(a)], but energy E c has to be provided for
the tunneling electron in addition to the Cooper pair break-
ing energy equal to or larger than the superconducting
energy gap ! [25]. In the other extreme, at degeneracy
with half-integer ng, two electron states differing by charge
e have equal minimal energy and hence are equally popu-
lated. The tunneling rate between them is higher than in the
Coulomb blockade regime as no extra energy for charging
is needed. For Andreev reflection [solid red lines with

FIG. 1 (color online). Scanning electron micrograph of the
measured structure and the schematic layout of the measurement
setup. The isolated electron box consists of two metallic islands,
seen as 25 !m long rectangles (colored red). They are connected
to each other by a normal-metal–insulator–superconductor tun-
nel junction. Tunneling of electrons through the junction is
monitored with a dc SET electrometer (in blue) coupled capaci-
tively to one of the box islands. The normal-metal–insulator–
superconductor junction (top) and detector (bottom) are shown
magnified on the left side of the main micrograph.
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arrows in Fig. 2(a)], the energy cost of charging is
calculated similarly, but now the initial and final states
are separated by two electrons, and the energy cost of
breaking a Cooper pair is avoided since complete pairs
tunnel at once.

In the experiment (see the supplemental material for
additional details [26]), we measured time traces of the
detector current at various biasing conditions of the box.
With all the other parameters fixed, the detector gate
voltage was adjusted to maximize charge sensitivity and
dynamic range. The observed current jumps [Figs. 2(b) and
2(c)] are attributed to the tunneling events between the two
islands. The switching rate depends on the gate voltage of
the box and hence on its charge state, being lowest in the
Coulomb blockade regime (leftmost panel) and highest at
degeneracy (rightmost panel). The events observed in the
traces [gray regions of Fig. 2(b) zoomed in 2(c)] indicate
that individual electrons tunnel between the islands: In the
Coulomb blockade regime they hop rarely from the lowest
(n ¼ 0) to the higher (n ¼ "1) energy states and back,
while at degeneracy the electrons tunnel frequently be-
tween the two lowest states and only occasionally the
system enters a higher lying level. More interestingly,
the traces also show the coincident events, pointed out by
the vertical arrows, where two electrons appear to tunnel
simultaneously. In the following, we show that most of
these events represent Andreev tunneling.

Because of the finite measurement bandwidth, limited to
1 kHz by the dc readout of the electrometer, events resem-
bling two-electron Andreev tunneling could in principle
arise from almost coincidental tunneling of two indepen-
dent quasiparticles. To assess this option, we recorded time
traces for several minutes at each gate offset value.
From the traces we determined the distribution of the

time t spent in the state n ¼ 0 before a transition took
place. In Fig. 3(a), we show such a distribution on the left
for Coulomb blockade (ng¼0), in the center for ng¼0:25,
and on the right for near degeneracy (ng ¼ 0:45). A direct
transition (Andreev tunneling) between states n ¼ "1
contributes here as essentially a t ¼ 0 event since the
time separation between the two electrons tunneling in
the Andreev process should be on the order of @=!, which
is many orders of magnitude smaller than the time scales
relevant in Fig. 3(a). Overall, the distribution is exponential
as we have Poisson distributed one-electron tunneling
processes. However, at small lifetimes in the Coulomb
blockade regime, the data point indicated by the horizontal
arrow does not follow the exponential dependence and
corresponds to excessively many events. This clear sepa-
ration of the short-lifetime events from the one-electron
transitions shows that the majority of these events are not
coincidental one-electron tunneling but rather two elec-
trons tunneling concurrently. When the box offset charge is
adjusted closer to degeneracy, the anomalous data point
gradually merges to the rest of the data, in accordance with
its interpretation in terms of Andreev transitions, since the
energy cost of the two-electron tunneling increases.
We emphasize that the charging energy should be small
(E c < !) for Andreev tunneling to occur, since for large
E c, it is not energetically favorable [17].
For quantitative analysis, we counted the number of

events Nj for each possible forward and backward one-
and two-electron tunneling process for each initial charge
state n. The corresponding tunneling rate was then ob-
tained as "j ¼ Nj=ðhtiN#Þ, where hti is the average life-
time of the initial state n and N# the total number of all
transitions out of this state. The denominator htiN# there-
fore corresponds to the total time spent in the initial state.

FIG. 2 (color online). Energy levels of the various charge states and typical observed time traces of the current through the detector.
(a) Low lying levels of the box in the Coulomb blockade (upper panel) and at degeneracy (lower panel). Dotted (black) and solid (red)
arrows indicate one- and two-electron processes, respectively. (b) Measured time traces of the detector current showing the charge state
of the electron box as a function of time. The leftmost panel presents the case of Coulomb blockade. The rightmost panel depicts the
opposite limit where the two charge states are equal in energy (degeneracy). The trace in the center is taken halfway between these two
cases. (c) Gray sections of the traces of (b) zoomed. Vertical arrows indicate two-electron events.
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Quantum jumps

Discretization of time in elements during which 0 ; 1 or -1 is absorbed/emitted.

Detecting photons absorbed/emitted as a projective measurement

Work distribution and Jarzynski equality verified.

Quantum Jump Approach for Work and Dissipation in a Two-Level System
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We apply the quantum jump approach to address the statistics of work in a driven two-level system

coupled to a heat bath. We demonstrate how this question can be analyzed by counting photons absorbed

and emitted by the environment in repeated experiments. We find that the common nonequilibrium

fluctuation relations are satisfied identically. The usual fluctuation-dissipation theorem for linear response

applies for weak dissipation and/or weak drive. We point out qualitative differences between the classical

and quantum regimes.
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The quantum jump (QJ) method, also called the
Monte Carlo wave function technique, was developed in
the early 1990s [1–4]. This development followed a series
of experiments performed in the mid 1980s that reported
the observation of QJs in ions [5–7], in conjunction with
theoretical work concerning the nature of these jumps
[8–10]. Subsequent experiments in quantum optics [11]
have probed QJs associated with the birth and death of
photons in a cavity. Averaging of many individual quantum
trajectories is equivalent to solving the relevant master
equation [3,12,13]. More recently, the QJ method has
also been used to address issues related to measurements
and entropy production in quantum systems [14–18].

In this Letter we propose to use the QJ method as an
efficient means to discuss the problem of determining the
statistics of work in driven quantum systems with dissipa-
tion, currently a topic of intense discussion [19,20]. In
particular, unlike for classical systems [21,22], the full
statistics of work and the resulting nonequilibrium fluctua-
tion relations are still not well established for quantum
systems. We approach the problem by constructing quan-
tum trajectories based on the QJ method, and demonstrate
the validity of nonequilibrium fluctuation relations in a
driven two-level system (qubit) coupled to a dissipative
environment. Using the same technique we discuss the two
lowest moments of work in driven evolution. Figure 1
presents schematically the setup we consider. A two-level
quantum system is driven by a classical source exerting
workW on it. The system is also coupled to a thermal bath,
with which it can exchange heat Q . The dynamics of the
two-level system is determined by the combined action of
the source and the environment.

We start by considering the driven two-level system in
the absence of dissipation, described by the Hamiltonian

HS ¼ !@!0!z=2þ "ðtÞð!þ þ !!Þ; (1)

where !z is a Pauli matrix and !þ ¼ jeihgj and
!! ¼ jgihej are the raising and lowering operators in the
ground jgi–excited jei state basis of the undriven system,

@!0¼Ee!Eg is the energy separation of the two levels,
and "ðtÞ is the drive signal of the source. A normalized
quantum state jc ðtÞi describing this system at arbitrary time
t can always be written as a superposition of the states jgi
and jei: jc ðtÞi¼aðtÞjgiþbðtÞjei with jaðtÞj2þjbðtÞj2¼1.
The infinitesimal time evolution of such a state is governed
by the equation

jc ðtþ !tÞi ¼ ½1! i!tHS=@'jc ðtÞi; (2)

which conserves the normalization.
Next consider the driven two-level system coupled to a

bath with which it can exchange photons of frequency !# .
For definiteness, we assume the system-bath coupling
Hamiltonian HC to have the linear form

HC ¼
X

#

c#!þb# þ c(#b
y
#!!: (3)

Suppose that at time t the total system is in a state

jc ðtÞi ¼ ½aðtÞjgiþ bðtÞjei' ) j0i; (4)

i.e., the two-level system is in a generic superposition state,
and the bath is in a state without any excess photons. At a
slightly later time tþ !t we have

jc ðtþ !tÞi ¼ jc ð0Þðtþ !tÞiþ jc ð1Þðtþ !tÞi
þ jc ð!1Þðtþ !tÞi; (5)

DRIVE

QUANTUM
SYSTEM

ENVIRONMENT

W
U Q

FIG. 1 (color online). A quantum two-level system (center)
driven by an external force (left) and coupled to an environment
(right).
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where

jc ð0Þðtþ!tÞi ¼ ½aðtþ !tÞjgiþ bðtþ !tÞjei& ' j0i;
(6)

jc ð1Þðtþ !tÞi ¼
X

!

"!;þjgi ' jn! þ 1i; (7)

jc ð(1Þðtþ !tÞi ¼
X

!

"!;( jei ' jn! ( 1i: (8)

We assumed !t to be short enough that at most one photon
is exchanged with the bath. The various components there-
fore involve only 0, 1, or (1 excess photons !. The
amplitudes "!;) can be obtained using standard time-
dependent perturbation theory with respect to HC; to the
lowest order one finds [23]
X

!

j"!;þj2 ¼ jbðtÞj2"#!t;
X

!

j"!;( j2 ¼ jaðtÞj2""!t; (9)

where

"# ¼
2#@ X

!

ðn! þ 1Þjc!j2$ð@!0 ( @!!Þ; (10)

"" ¼
2#@ X

!

n!jc!j2$ð@!0 ( @!!Þ (11)

are the photon emission and absorption rate, respectively.
Here we assume that the time step !t is short compared
to the relevant time scale of the dynamics of the two-
level system, yet long compared to the bath’s correlation
time so that energy conservation is accurate [24]. Note that
""="# ¼ e("@!0 (detailed balance), provided the bath
remains in thermal equilibrium at all times, such that
n! ¼ ðe"@!! ( 1Þ(1.

In order for jc ðtþ !tÞi [Eq. (5)] to be normalized, we
have to impose hc ð0Þðtþ!tÞjc ð0Þðtþ!tÞi ¼ 1 ( !p,
where

!p ¼ !t½jaðtÞj2"" þ jbðtÞj2"#&: (12)

This can be achieved by modifying the standard time
evolution into a non-Hermitian one, replacing in Eq. (2)
the Hamiltonian HS by

H ¼ HS ( i@"#jeihej=2 ( i@""jgihgj=2: (13)

We are now in a position to define the QJ procedure. Let
at time t the system be in the normalized state jc ðtÞi. If no
photon exchange occurs during the time interval !t, it will
be in a state

jc ð0Þðtþ!tÞi ¼ ½1 ( i!tH=@&jc ðtÞi (14)

at time tþ !t, with norm 1 ( !p. Hence the normalized

state jc ðtþ!tÞi¼jc ð0Þðtþ!tÞi=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1(!p

p
. Should a pho-

ton exchange (a QJ) occur during !t, the normalized state

will be either jc ðtþ !tÞi ¼ jei or jc ðtþ !tÞi ¼ jgi,
depending on whether the photon was absorbed or emitted
by the two-level system. The Monte Carlo procedure con-
sists of choosing a random number % between zero and one.

If %>!p, no QJ occurs, and we take jc ðtþ !tÞi ¼
jc ð0Þðtþ!tÞi=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 ( !p

p
. If %< !p, a photon is either

emitted with probability jbðtÞj2"#=½jaðtÞj2"" þ jbðtÞj2"#&
[state jc ðtþ!tÞi ¼ jgi] or absorbed with probability
jaðtÞj2""=½jaðtÞj2"" þ jbðtÞj2"#& [state jc ðtþ !tÞi ¼ jei].
It is easy to show (see the Supplemental Material [25]) that
this procedure is equivalent to the analysis of the usual
master equation for the partial density matrix, defined as
the average of jc ðtÞihc ðtÞj over the bath degrees of free-
dom [12,26]. Moreover, this procedure shows that the
environment not only induces QJs, but also influences
the evolution of the system in between such jumps, where
the dynamics of the amplitudes a and b in the interaction
representation is governed by

i@ _a ¼ e( i!0t&ðtÞbþ i@!"jbðtÞj2aðtÞ=2; (15)

i@ _b ¼ ei!0t&ðtÞa ( i@!"jaðtÞj2bðtÞ=2 (16)

with !" ¼ "# ( "".
Figure 2 is a numerical example of the evolution of the

excited state population jhejc ðtÞij2, obtained using the QJ
procedure. At times t < 0 the system is not driven, and it
jumps between the two eigenstates jei and jgi stochasti-
cally, governed by the rates "# and "", and the instanta-
neous populations. In the time interval 0 * !0t=2#< 8,
the system is driven resonantly by the force &ðtÞ ¼ &.
Within this interval, it makes one QJ down jei ! jgi in
this particular realization. Finally, at times !0t=2# + 8,
the drive is absent again, and the collapse (jump to jei) tells
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FIG. 2 (color online). An example of a quantum jump simula-
tion. The environment temperature is"@!0 ¼ 1:0. The amplitude
of the harmonic drive (frequency ! ¼ !0) is &0 ¼ 0:1@!0 and
lasts 8 cycles. The relaxation rate is given by "# ¼ 0:1!0.
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(see the Supplemental Material [25]). In the linear response
limit !0 ! 0, we find that the ratio hW2i=@!0hWi !
cothð"@!0=2Þ ’ 1:31, the usual fluctuation-dissipation
result. As !0 is increased, deviations are found from linear
response that are more important for stronger dissipation;
perturbation theory breaks down at relatively low drive
amplitudes.

We now turn to the results for the quantity he#"Wi. The
simulations show that within the numerical accuracy this
quantity equals 1 for the parameter range studied here, in
agreement with the celebrated Jarzynski equality (JE)
he#"Wi ¼ 1 [21,29]. (Since the drive lasts over an integer
number of periods, the free-energy difference between the
initial and final points vanishes, and the right-hand side of
this equation is indeed expected to be equal to unity.)
Analyzing the Cayley tree trajectories systematically, one
can demonstrate the validity of the JE for the dissipative
driven two-level system studied here (see the Supplemental
Material [25]). The proof is based on the fact that the
quantity he#"Wi is equal to the (normalized) total proba-
bility for all the trajectories under the reverse protocol
!RðtÞ ¼ !ðT # tÞ, provided the rates !", !#, as well as
the probabilities pe and pg, satisfy detailed balance. We
like to emphasize that on one hand this proof, based on
reversed trajectories, is analogous to the early one by
Crooks for a classical two-state system obeying detailed
balance for transition rates [30]. Yet the classical dynam-
ics, presenting definite alternating transitions between the
two states, differs from the quantum evolution involving
superposition states, leading to the branching of the trajec-
tories shown by the Cayley trees.

A two-level system driven sinusoidally over a timeT ¼
#=!0 at angular frequency !0 undergoes a so-called #
pulse, ending up into the excited state if it was initially in
the ground state, and vice versa. Figure 4 shows the corre-
sponding work distribution calculated for various rates of
relaxation. Initially the system is in thermal equilibrium.
Figure 4(a) shows the probability distribution function for
vanishing relaxation rate. In this case the work has two
possible values:#@!0 with probability pe, andþ@!0 with
probability pg. Upon increasing the relaxation rate in
Figs. 4(b)–4(d) and 4(f), the probability distribution func-
tion evolves from the ‘‘bimodal’’ one into a more bell-
shaped distribution. For all values of relaxation, the JE is
satisfied within the numerical error; the values obtained by
105 repetitions in each case are indicated in the corre-
sponding panel.
A natural realization of the presented scheme is a super-

conducting phase qubit [31,32] coupled inductively to a
dissipative element, whose temperature can be monitored
in real time in order to perform a calorimetric measurement
[28]. Specifically, one may use a current-biased SQUID,
yielding a two-level system with a typical level spacing of
the order of @!0=kB & 1 K. The rates are given by !# ¼
g2Sðþ!0Þ and !" ¼ g2Sð#!0Þ. The coupling g is propor-
tional to the mutual inductance between the SQUID loop
and the dissipative element; i.e., it is determined by the
geometry of the setup. The noise spectral function Sð'!0Þ
of the resistive element is taken at angular frequency'!0.
For thermal noise, detailed balance between the # , " rates is
obeyed.
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RK ’ 25:8 k!, (ii) quasiparticles in the electrodes obey an
equilibrium thermal distribution, and (iii) coupling of stray
microwaves to the junction has been prevented by appro-
priate shielding and filtering in the construction of the
sample stage and signal lines. Realization of these con-
ditions in N-I-S single-electron devices, including the
backaction from the capacitively coupled electrometer,
has been studied in detail in recent years [13,14]. Based
on these studies, nonthermal charge transport is expected
to be negligible at least above temperatures of 150 mK.
In particular, overheating of the superconducting electrode
in the present design is diminished by the fact that quasi-
particle excitations can relax to the overlapping normal
metal through the oxide barrier. Observed stochastic
switching of the system between charge states at a fixed
value of gate charge near degeneracy can be directly fitted
to the tunneling rates predicted by the orthodox theory (see
Supplemental Material [10]). We extract values " ¼
218" 3 !eV, Ec=kB ¼ 1:94" 0:05 K, and RT ¼ 100"
13 M! for the superconducting gap parameter, charging
energy of the box, and tunneling resistance of the box
junction, respectively. For the detector SET, we obtain
RT ¼ 0:63 M! and " ¼ 211 !eV from a fit to the mea-
sured I-V characteristics.

The experimentally obtained Q distributions for drive
frequencies 1, 2, and 4 Hz are presented in Fig. 2(a). The
distributions were measured at a bath temperature of
214 mK where the thermally activated tunneling rate at
degeneracy was 70 Hz, which is well within the detector
bandwidth of about 1 kHz. In addition, we have similar
data but in smaller quantities for driving frequencies from
5 Hz to 20 Hz. At frequencies higher than this, the ob-
served distributions deviate significantly from the theoreti-
cal prediction due to systematic errors arising from finite
readout bandwidth and uncertainty in the event timing.
On the other hand, driving frequencies lower than 1 Hz
make the measurement susceptible to 1=f type charge
noise that is ubiquitous in metallic single-electron devices
[15]. In Fig. 2(a), we show also the exact theoretical
distributions based on charge kinetics described by the
orthodox theory and sample parameters obtained in the
manner described above. The theoretical and experimental
distributions are in excellent agreement.

To assess quantitatively the systematic error due to finite
detector bandwidth, we also show in Fig. 2(a) the distribu-
tions obtained from Monte Carlo simulations that incorpo-
rate a finite detector rise time before threshold detection.
Visually, the change in the shape of the distribution func-
tions appears small. Quantitatively, we can assess the
accuracy of the readout by evaluating the exponential

average he#Q=kBTi, which equals 1 for the ideal thermally
activated kinetics. From the Monte Carlo simulations, we
obtain 1.006 for the 1 and 2 Hz cases and 1.012 for the 4 Hz
case. For the experimental distributions, evaluation of the
Jarzynski average yields 1:033" 0:003 (for 1 Hz drive),

1:032" 0:003 (2 Hz), and 1:044" 0:004 (4 Hz), when
using the independently determined Ec=kBT ratio as de-
scribed above. The stated uncertainty is the unbiased esti-
mate for the standard deviation of the mean based on the
observations, not including the uncertainty of the value of
Ec=kBT. As the relative uncertainty of the independent Ec
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FIG. 2 (color online). (a) Measured distribution of the gener-
ated heat at drive frequencies 1 Hz (black squares), 2 Hz (red
circles), and 4 Hz (blue diamonds). The solid lines are exact
theoretical predictions for the independently determined sample
parameter values. The dashed lines show the results of
Monte Carlo simulations, where the finite bandwidth of the
detector was included in the model. Inset: PðQÞ=Pð#QÞratio
for the experimental distributions. Solid line shows the result
from the Crooks fluctuation theorem. [(b) and (c)] First and
second moments, respectively, of the Q distribution at different
drive frequencies and bath temperatures. Markers are experi-
mental data, and solid lines are exact theoretical predictions as in
part (a). For the lowest bath temperatures, the theoretical curves
have been calculated using a slightly elevated electron tempera-
ture to account for nonideal thermalization as discussed in the
text. The temperature used in the calculation is given in paren-
theses if it differs from the sample stage temperature. In panel
(c), dashed lines represent the distribution width inferred from
the FDT formula hðQ# hQiÞ2i ¼ 2kThQi using the theoretical
value of the first moment hQi.
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relations for other trajectory types as well. One can simi-
larly write the Crooks fluctuation theorem [11] in terms
of Q as

PFð"QÞ
PRðQÞ ¼ e"Q=kBT; (4)

where PF and PR are the probability distributions of Q
when the system is driven in forward (F) or reverse (R)

directions, respectively. Importantly, the above formula-
tions of the fluctuation theorems can be applied without
detailed knowledge of the internal dynamics of the system,
thus retaining their universality and usefulness.
Charge tunneling is governed thermally by the excita-

tions of conduction electrons in the box electrodes that
couple to the bath of lattice phonons. Hence, switching
dynamics between the different charge states n is dissipa-
tive. The amount of energy deposited into the two elec-
trodes in a single tunneling event equals the difference of
the chemical potentials of the electrodes at the time of the
tunneling, which is essentially instantaneous on the other
relevant time scales in the problem [12]. The chemical
potential difference is given by the change in energy U
of Eq. (2) in response to a change !n ¼ %1 of the charge
number n. In general, the n trajectory consists of a random
number N of successive back-and-forth tunneling events,
and hence the total heat generated in such a trajectory is [9]

Q ¼ 2Ec

XN

k¼1

%
!
ngð!kÞ "

1

2

"
; (5)

where !k is the stochastic time instant of the kth tunneling
event, and the sign is the same as for !n in the event.
Because of the intrinsic randomness of the tunneling
events, the heat Q fluctuates from one gate voltage ramp
to another. In the experiment, the system was driven with
a sinusoidal excitation corresponding to ngðtÞ ¼ 1

2"
1
2 cosð2"ftÞ with frequencies f ranging from 1 to 20 Hz.
These frequencies are sufficiently slow that at the turning
points of the drive, i.e., when ngðtÞ ¼ 0 or 1, the system
occupies the minimum energy charge state n ¼ ngðtÞ with
high probability. Hence, each half cycle from 0 to 1 and
similarly from 1 to 0 can be considered an independent
realization of the control protocol.
We perform the heat readout by detecting the electron

tunneling events by a capacitively coupled single-electron
transistor (SET) (see Supplemental Material [10]).
Equation (5) yields the heat Q in terms of Ec for an
individual ngðtÞ sweep. One can thus utilize the experi-
mental Q distributions in two ways: with the use of the
values of Ecand T determined by independent means, the
validity of Eqs. (3) and (4) can be tested. On the other hand,
accepting Eqs. (3) or (4), one can determine the ratio
Ec=kBT and furthermore find Ecby multiplying this ratio
with the independently measured temperature of the sam-
ple holder.
The preceding discussion is independent of the details

of the charge tunneling rates in the single-electron box.
However, in our case it is possible to analyze the fluctua-
tion relations also from a microscopic point of view.
Charge transport through Cu=AlOx =Al normal-metal–
insulator–superconductor (N-I-S) tunnel junctions occurs
via thermally activated 1eevents described by the orthodox
theory [12], provided that (i) the tunneling resistance RT of
the junction is high compared to the resistance quantum

a b
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FIG. 1 (color online). (a) Scanning electron micrograph of the
active area of the measured sample, which shows metallic films
fabricated on an oxidized silicon wafer by e-beam lithography
and shadow evaporation technique [18]. Two shifted copies of
the original resist mask pattern lie on the surface: copper layer
appears brighter compared to oxidized aluminum. Tunnel junc-
tions are formed in the overlap regions between the two films.
The single-electron box is located on the left, and the SET
electrometer is at the top. The tips of two gate electrodes that
are used to control the electrostatics of the box and the elec-
trometer are visible at the left and right edges. (b) Simplified
circuit diagram of the system. The galvanically isolated single-
electron box is connected capacitively to its environment via CL

and CR and to the electrometer as illustrated by the dashed gray
line. (c) Full period of the sinusoidal drive signal (top) applied to
the control gate, and one instance of electrometer response
(bottom). The drive frequency is 1 Hz, and the amplitude is
equal to one gate modulation period of the box. (d) Energy-level
diagram of the system for the two lowest-energy charge states.
Black parabolas represent the charging energy of the system in
the states n ¼ 0 and n ¼ 1 as a function of the externally
controlled gate charge ng. The arrows indicate possible combi-
nations of initial and final states (open and filled circles, respec-
tively). The expression for dissipated work W "!F is given
next to the arrow for each trajectory type, illustrating that work
separates into dissipated heat Q and change of internal energy.
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relations for other trajectory types as well. One can simi-
larly write the Crooks fluctuation theorem [11] in terms
of Q as

PFð"QÞ
PRðQÞ ¼ e"Q=kBT; (4)

where PF and PR are the probability distributions of Q
when the system is driven in forward (F) or reverse (R)

directions, respectively. Importantly, the above formula-
tions of the fluctuation theorems can be applied without
detailed knowledge of the internal dynamics of the system,
thus retaining their universality and usefulness.
Charge tunneling is governed thermally by the excita-

tions of conduction electrons in the box electrodes that
couple to the bath of lattice phonons. Hence, switching
dynamics between the different charge states n is dissipa-
tive. The amount of energy deposited into the two elec-
trodes in a single tunneling event equals the difference of
the chemical potentials of the electrodes at the time of the
tunneling, which is essentially instantaneous on the other
relevant time scales in the problem [12]. The chemical
potential difference is given by the change in energy U
of Eq. (2) in response to a change !n ¼ %1 of the charge
number n. In general, the n trajectory consists of a random
number N of successive back-and-forth tunneling events,
and hence the total heat generated in such a trajectory is [9]
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where !k is the stochastic time instant of the kth tunneling
event, and the sign is the same as for !n in the event.
Because of the intrinsic randomness of the tunneling
events, the heat Q fluctuates from one gate voltage ramp
to another. In the experiment, the system was driven with
a sinusoidal excitation corresponding to ngðtÞ ¼ 1
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1
2 cosð2"ftÞ with frequencies f ranging from 1 to 20 Hz.
These frequencies are sufficiently slow that at the turning
points of the drive, i.e., when ngðtÞ ¼ 0 or 1, the system
occupies the minimum energy charge state n ¼ ngðtÞ with
high probability. Hence, each half cycle from 0 to 1 and
similarly from 1 to 0 can be considered an independent
realization of the control protocol.
We perform the heat readout by detecting the electron

tunneling events by a capacitively coupled single-electron
transistor (SET) (see Supplemental Material [10]).
Equation (5) yields the heat Q in terms of Ec for an
individual ngðtÞ sweep. One can thus utilize the experi-
mental Q distributions in two ways: with the use of the
values of Ecand T determined by independent means, the
validity of Eqs. (3) and (4) can be tested. On the other hand,
accepting Eqs. (3) or (4), one can determine the ratio
Ec=kBT and furthermore find Ecby multiplying this ratio
with the independently measured temperature of the sam-
ple holder.
The preceding discussion is independent of the details

of the charge tunneling rates in the single-electron box.
However, in our case it is possible to analyze the fluctua-
tion relations also from a microscopic point of view.
Charge transport through Cu=AlOx =Al normal-metal–
insulator–superconductor (N-I-S) tunnel junctions occurs
via thermally activated 1eevents described by the orthodox
theory [12], provided that (i) the tunneling resistance RT of
the junction is high compared to the resistance quantum
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FIG. 1 (color online). (a) Scanning electron micrograph of the
active area of the measured sample, which shows metallic films
fabricated on an oxidized silicon wafer by e-beam lithography
and shadow evaporation technique [18]. Two shifted copies of
the original resist mask pattern lie on the surface: copper layer
appears brighter compared to oxidized aluminum. Tunnel junc-
tions are formed in the overlap regions between the two films.
The single-electron box is located on the left, and the SET
electrometer is at the top. The tips of two gate electrodes that
are used to control the electrostatics of the box and the elec-
trometer are visible at the left and right edges. (b) Simplified
circuit diagram of the system. The galvanically isolated single-
electron box is connected capacitively to its environment via CL

and CR and to the electrometer as illustrated by the dashed gray
line. (c) Full period of the sinusoidal drive signal (top) applied to
the control gate, and one instance of electrometer response
(bottom). The drive frequency is 1 Hz, and the amplitude is
equal to one gate modulation period of the box. (d) Energy-level
diagram of the system for the two lowest-energy charge states.
Black parabolas represent the charging energy of the system in
the states n ¼ 0 and n ¼ 1 as a function of the externally
controlled gate charge ng. The arrows indicate possible combi-
nations of initial and final states (open and filled circles, respec-
tively). The expression for dissipated work W "!F is given
next to the arrow for each trajectory type, illustrating that work
separates into dissipated heat Q and change of internal energy.
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relations for other trajectory types as well. One can simi-
larly write the Crooks fluctuation theorem [11] in terms
of Q as

PFð"QÞ
PRðQÞ ¼ e"Q=kBT; (4)

where PF and PR are the probability distributions of Q
when the system is driven in forward (F) or reverse (R)

directions, respectively. Importantly, the above formula-
tions of the fluctuation theorems can be applied without
detailed knowledge of the internal dynamics of the system,
thus retaining their universality and usefulness.
Charge tunneling is governed thermally by the excita-

tions of conduction electrons in the box electrodes that
couple to the bath of lattice phonons. Hence, switching
dynamics between the different charge states n is dissipa-
tive. The amount of energy deposited into the two elec-
trodes in a single tunneling event equals the difference of
the chemical potentials of the electrodes at the time of the
tunneling, which is essentially instantaneous on the other
relevant time scales in the problem [12]. The chemical
potential difference is given by the change in energy U
of Eq. (2) in response to a change !n ¼ %1 of the charge
number n. In general, the n trajectory consists of a random
number N of successive back-and-forth tunneling events,
and hence the total heat generated in such a trajectory is [9]
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where !k is the stochastic time instant of the kth tunneling
event, and the sign is the same as for !n in the event.
Because of the intrinsic randomness of the tunneling
events, the heat Q fluctuates from one gate voltage ramp
to another. In the experiment, the system was driven with
a sinusoidal excitation corresponding to ngðtÞ ¼ 1
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2 cosð2"ftÞ with frequencies f ranging from 1 to 20 Hz.
These frequencies are sufficiently slow that at the turning
points of the drive, i.e., when ngðtÞ ¼ 0 or 1, the system
occupies the minimum energy charge state n ¼ ngðtÞ with
high probability. Hence, each half cycle from 0 to 1 and
similarly from 1 to 0 can be considered an independent
realization of the control protocol.
We perform the heat readout by detecting the electron

tunneling events by a capacitively coupled single-electron
transistor (SET) (see Supplemental Material [10]).
Equation (5) yields the heat Q in terms of Ec for an
individual ngðtÞ sweep. One can thus utilize the experi-
mental Q distributions in two ways: with the use of the
values of Ecand T determined by independent means, the
validity of Eqs. (3) and (4) can be tested. On the other hand,
accepting Eqs. (3) or (4), one can determine the ratio
Ec=kBT and furthermore find Ecby multiplying this ratio
with the independently measured temperature of the sam-
ple holder.
The preceding discussion is independent of the details

of the charge tunneling rates in the single-electron box.
However, in our case it is possible to analyze the fluctua-
tion relations also from a microscopic point of view.
Charge transport through Cu=AlOx =Al normal-metal–
insulator–superconductor (N-I-S) tunnel junctions occurs
via thermally activated 1eevents described by the orthodox
theory [12], provided that (i) the tunneling resistance RT of
the junction is high compared to the resistance quantum
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FIG. 1 (color online). (a) Scanning electron micrograph of the
active area of the measured sample, which shows metallic films
fabricated on an oxidized silicon wafer by e-beam lithography
and shadow evaporation technique [18]. Two shifted copies of
the original resist mask pattern lie on the surface: copper layer
appears brighter compared to oxidized aluminum. Tunnel junc-
tions are formed in the overlap regions between the two films.
The single-electron box is located on the left, and the SET
electrometer is at the top. The tips of two gate electrodes that
are used to control the electrostatics of the box and the elec-
trometer are visible at the left and right edges. (b) Simplified
circuit diagram of the system. The galvanically isolated single-
electron box is connected capacitively to its environment via CL

and CR and to the electrometer as illustrated by the dashed gray
line. (c) Full period of the sinusoidal drive signal (top) applied to
the control gate, and one instance of electrometer response
(bottom). The drive frequency is 1 Hz, and the amplitude is
equal to one gate modulation period of the box. (d) Energy-level
diagram of the system for the two lowest-energy charge states.
Black parabolas represent the charging energy of the system in
the states n ¼ 0 and n ¼ 1 as a function of the externally
controlled gate charge ng. The arrows indicate possible combi-
nations of initial and final states (open and filled circles, respec-
tively). The expression for dissipated work W "!F is given
next to the arrow for each trajectory type, illustrating that work
separates into dissipated heat Q and change of internal energy.
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Demonstration of a Maxwell demon

J. V. Koski, V. F. Maisi, J. P. Pekola, and 
D. V. Averin, PNAS 111, 13787 (2014).

Knowing where the particle is, 
kBT ln2 of work can be extracted

point, there are no energy fluctuations in the initial or final state,
and Eq. 4 gives Q = −kBT ln 2 for every ramp. Qualitatively, this
means that we are extracting kBT ln 2 of heat from the reservoir
by creating a bit of information determined by the electron po-
sition on one or the other island of the SEB. In terms of work W,
it is first extracted from the box by rapid lowering of the poten-
tial, as sketched in Fig. 1B. Work is then applied to drive the box
back to the degeneracy; however, the required work is lowered
by the amount of heat kBT ln 2 absorbed from the thermal bath.
The ability to reach this fundamental maximum distinguishes the
SEB setup in this work from other proposed electronic MDs (20–
22) and is important for establishing the link between the extracted
heat and information.
Fig. 2 shows the results of the measurements that illustrate

such an extraction of heat from the reservoir. We drive our SEB
starting from ng = 0 toward ng = 1 at various rates _ng while
monitoring n continuously to measure the total dissipated heat Q
with Eq. 1. We see that as the rate of the drive decreases, the
average dissipated heat approaches the prediction of Eq. 4: 〈Q〉
tends to −kBT ln 2 for ng = 0.5. This process can also be viewed
as the reversal of the Landauer erasure of one bit of in-
formation, in which the system is driven from the degeneracy
with two equally occupied states to one certain configuration.
Such an erasure produces at least kBT ln 2 of heat as dem-
onstrated explicitly by recent experiments on a colloidal bead
controlled with optical tweezers (9). Because the drive in Fig. 2
starts with ng = 0, such that the SEB is in a definite state n = 0 and
thus initially Sch = 0, the lowest curve in this plot approaching
Eq. 4 can be viewed as direct measurement of the equilibrium
entropy Sch of the system of the two charge states n = 0, 1. When
the quasistatic ramp to ng = 0.5, as illustrated in Fig. 2, is com-
plemented with an ideal measurement and immediate feedback
that follows our SE protocol, the SEB operates as a reversible
MD, abstract models of which have been discussed theoretically
recently (10–12).
Fig. 3 demonstrates the experimental performance of our SE;

see SI Text for details about the measurement protocol. The
distribution of W is obtained from an ensemble of measured
trajectories of n. The applied work W coincides with Q de-
termined by Eq. 1 for each individual realization. Because the
slow part of the cycle is not fully quasistatic, there are cycle-

to-cycle fluctuations in W, such that W forms a continuous
distribution. The cycles with correct gate-voltage feedback
(Fig. 3, Left Inset) trap the electron on the SEB island, on
which it actually sits at degeneracy after the measurement.
Then no electron tunneling occurs in the feedback process,
and W is close to the ideal limit −kBT ln 2. Such successful
cycles produce the large peak at negative values of W in Fig. 3,
around the ideal value that is indicated by the vertical dashed
line. An error in the measurement or feedback drives the SEB
to the excited charge state with excess energy ΔE = 2ECjΔngj,
where Δng is the total change in ng during the fast drive. Sub-
sequent tunneling to the low-energy state (Fig. 3, Lower Inset)
dissipates energy ΔE ! kBT ln 2 extracted in the quasistatic
part. Such cycles produce the small peak at positive values of
W in Fig. 3. For this measurement, we have chosen the opti-
mized jΔngj = 0.125 to keep the contribution of the positive W
as small as possible, without significantly reducing the heat
extracted from the thermal bath during the quasistatic drive.
With this choice, we obtain an average extracted work per
cycle of 〈−W〉 ∼ 0.75 × kBT ln 2. For comparison, if no mea-
surement were performed, only 50% of the cycles would be
successful, and one would do positive work 〈W〉 ∼ 1.55 × kBT ln 2
on the average.
To summarize, our experiment is a realization of an MD,

similar to an SE, with an SEB. We demonstrate quantitatively
the extraction of kBT ln 2 of heat by creating a bit of infor-
mation encoded in the position of the extra electron on one of
the two islands of the box. Under a practical feedback cycle,
our engine achieves a fidelity of about 75%. The heat transfer
measurements performed as a part of MD demonstration pro-
vide also a direct measurement of the equilibrium entropy of a
two-state system.
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Fig. 2. Quasistatic drive. The average total heat transferred to the res-
ervoir in a ramp starting from ng= 0 up to ng indicated on the x axis.
Symbols show the measured and solid lines the theoretical results. See SI
Text for details about the theoretical model (for all figures). Dashed
curve gives the fully quasistatic limit of Eq. 4; dashed straight line gives
the fundamental −kBT ln 2 limit. The maximum drive rates are _ng=0:22Γ0

for orange, 0.11Γ0 for red, 0.055Γ0 for magenta, and 0.027Γ0 for blue,
where Γ0 = 22 Hz is the tunneling rate at degeneracy. The averages are
taken over n = 2,105, 1,764, 333, and 160 repetitions, respectively. (Inset)
Example of realization of the measurement.
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Fig. 3. Distribution of work under feedback protocol. The bars show the
measured distribution, whereas the black line shows what is expected
numerically. (Insets) Sketch of the two processes corresponding to the two
peaks in the distribution in the case n was measured to be 0. (Left Inset)
Cycle with correctly performed feedback which contributes to the large
peak at W < 0 around the ideal value −kBT ln 2 indicated by the dashed
line. Cycles with an error in the feedback (Lower Inset) send the box into
the large-energy state producing extra dissipation and contributing to the
peak at W > 0. The overall work distribution shown here is obtained from
2,944 cycles. The average extracted work for successful feedback response
(the peak on the left-hand side) is 〈−W〉 ∼ 0.9 × kBT ln (2), and the average
of the full distribution is 〈−W〉 ∼ 0.75 × kBT ln (2).
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An information-powered refrigerator

Im ¼ lnðPn;NÞ − lnðPnÞ − lnðPNÞ, where Pn and PN are
the occupation probabilities of n and N, respectively. As
Pn¼0 ¼ Pn¼1 ¼ PN¼0 ¼ PN¼1 ¼ 0.5, mutual information
changes in a tunneling event from g to c as ΔIm;g→c ¼
lnðPc=PgÞ, and for c → g as ΔIm;c→g ¼ −ΔIm;g→c
[6,33,34]. Tunneling events in the demon change mutual
information at the rate

_Im;d ¼ ln
!
Pc

Pg

"
ΓdðJÞPg þ ln

!
Pg

Pc

"
Γdð−JÞPc: ð5Þ

The majority of the tunneling events in the demon are
c → g transitions, and since Pg > Pc, _Im;d is positive. The
rate of mutual information change by the system tunneling
events is _Im;s ¼ −_Im;d. As discussed in Ref. [34], the
system heat generation satisfies _Qs ≥ −kBTs _Im;d, implying
that the maximum amount of cooling is bound by the
amount of mutual information generated by the demon.
Correspondingly, generating mutual information has a
thermodynamic cost for the demon as _Qd ≥ kBTd

_Im;d.
This can also be understood in terms of the configurational
entropy Sconf ¼ − ln ½Pðn;NÞ& as follows [34]: tunneling
events in the demon bring the circuit from unlikely state c
to the more probable state g, decreasing Sconf . At least an
equivalent of heat must be dissipated to satisfy the second
law. On the other hand, most of the tunneling events in the
system bring the setup to a more improbable state c,
increasing configurational entropy. The second law then
allows cooling by at most the amount of configurational
entropy decreased; i.e., −ΔSs ≤ ΔSconf . We note that in the
limit Rd ≪ Rs, Pðn;NÞ follows the thermal equilibrium
distribution of the demon. Then lnðPg=PcÞ ¼ J=kBTd such
that _Im;d ¼ _Qd=kBTd by Eqs. (4) and (5). This implies that
measurement of heat generated in the demon is also a direct
measurement of information extracted by the demon.
Figure 2(a) shows a scanning electron micrograph of

the experimental realization of Maxwell’s demon. It was
fabricated by standard electron beam lithography combined
with shadow evaporation [35] of copper (normal metal) and
aluminum (superconductor) metal films. Our device has the
following parameters: Es=kB ≃ 1.7 K, Ed=kB ≃ 810 mK,
J=kB ≃ 350 mK, Rs ≃ 580 kΩ, and Rd ≃ 43 kΩ (two
parallel junctions each with ≃85 kΩ tunneling resistance).
The fully normal system and demon junctions are
realized with the laterally proximized aluminum dot tech-
nique [36]. We determine the heat generated in the left (L)
and right (R) lead of the system as well as the lead of the
demon by measuring the respective temperatures TL, TR,
and Td, as indicated in Fig. 2(a). This is achieved by
reading the voltage of current-biased normal metal-
insulator-superconductor junctions; see, e.g., Ref. [37].
Finally, the leads of the system and the demon are
interrupted with direct contacts to superconducting leads,
which permit charge transport by Andreev processes [38]
but block heat transport at low temperatures. The structure
is measured in a 3He=4He dilution refrigerator at the bath

temperature of 40 mK. Details on the device fabrication and
measurement configuration are given in the Supplemental
Material [32].
The continuous heat generation is mediated primarily by

lattice phonons that couple with the conduction electron
heat bath at temperature TL=R=d, contributing _Qm;ph ¼
ΣVmðT5

0;m − T5
mÞ, m ¼ L, R or d, where Σ is a material-

specific constant, Vm is the volume of the circuit element,
and T0;m is the base temperature [39]. For the left and right
electrodes of the system, VL=R≈2.8 μm×70 nm×20 nm.
Its island is approximately twice as large in volume. The
demon has the total volume Vd ≈4 × 3.2 μm × 150 nm×
20 nm. We use Σ≈4 × 109 Wm−3K−5 for Cu. The rate
of electron tunneling (106 Hz) in our device is faster than
the phonon relaxation rate (104 Hz); however, it is small
compared to the inelastic electron-electron relaxation rate,

(b) I  (pA)

1 µm

∆Td

∆TR
∆TL(a)

(c) ∆T   (mK)d

FIG. 2 (color online). Experimental realization. (a) A scanning
electron micrograph of the structure. False color identifies the
system island (light blue), its left lead (dark blue), and right lead
(dark green), as well as the demon island (orange) and its leads
(red). The system temperature deviations from their base value,
ΔTL, ΔTR, and ΔTd, are measured at the indicated locations (see
Supplemental Material for details of measurement setup [32]).
(b) I at V ¼ 120 μV. When Ng is an integer, I is modulated by ng
as in a standard SET. When Ng ∼0.5, I is smaller due to demon
interaction. (c) ΔTd at V ¼ 120 μV. When ng, Ng ∼0.5, ΔTd

elevates due to the information flow between the system and the
demon. Measured data in (b) and (c) are shown on the left and
numerically obtained predictions on the right.
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which is typically of the order of 109 Hz [40], allowing the
electrodes to equilibrate to an effective electron temperature
Tm that deviates from T0;m. Furthermore, the temperature
change caused by an individual tunneling electron is
sufficiently small so that Qm=Tm is a good approximation
for the entropy change. The temperature Tm equilibrates
such that the net heat generation is zero; i.e., _Qm ¼ − _Qph;m.
The base temperature T0;m is measured at ng ¼ Ng ¼ 0,
where the state is Coulomb blockaded to n ¼ N ¼ 0
corresponding to the energy minimum in Eq. (1) and no
heat is generated in the circuit. Figure 2(b) shows that
charge current I in the system modulates with ng as in a
standard SET. However, when Ng ¼ 0.5, the maximum
measured current is smaller due to the feedback by the
demon. Figure 2(c) demonstrates how at ng ¼ Ng ¼ 0.5 the
heat generated in the demon is maximized for extracting
information of the transported electrons.
The main result of this Letter is presented in Fig. 3(a),

showing our observation at V ¼ 20 μV≃ 2J=3e of how
the system cools down and its entropy decreases.

Simultaneously, we observe how the demon, which collects
the information and immediately applies a feedback to the
system, generates heat as a necessary thermodynamic cost
for extracting information from the system. On the other
hand, Fig. 3(b) shows unchanged Td at Ng ¼ 0 since the
demon is effectively uncoupled from the system as its
state is locked to N ¼ 0. With that Coulomb blockade
refrigeration [41,42] occurs when ng deviates from 0.5 by
causing either the left or the right lead to cool down, but
overall heat is generated and entropy is produced in the
system.
Figure 4(a) shows a measurement of current (inset)

and temperatures as a function of V at ng ¼ Ng ¼ 0.5.
Increasing voltage bias boosts the rate of electrons passing
through the system, however, at the cost of lower entropy
decrease per electron. Furthermore, the risk of electrons to
pass through the system without feedback control from the
demon increases, in particular, via multielectron tunneling
(see Supplemental Material for details [32]). Figure 4(b)
compares the heat and mutual information produced by the
demon, demonstrating that they differ by less than 15% for
low V. The data shown in Fig. 4(c) show improvement of
entropy decrease up to 20 μV, beyond which errors in the
feedback process overcome the benefit of enhanced rate of

(a)

(b)

(c)

FIG. 4 (color online). Bias dependence. Here, ng ¼ 0.5,
Ng ¼ 0.5, and T0;d ¼ 55 mK. The data points (symbols) are
obtained by averaging over 210 repetitions. (a) ΔTL (blue
squares), ΔTR (green circles), and ΔTd (red diamonds) with
their respective prediction with T0;s ¼ 77 mK (dashed lines) and
T0;s ¼ 62 mK (solid lines). Inset: I in the same measurement.
Applying voltage increases the number of electrons passing
through the system and in turn the information flow between
the system and the demon. This is observed as increased Td.
(b) Numerical comparison between _Qd=kBTd and _Im;d, demon-
strating that the two quantities match. (c) Enlarged view of the
measured ΔTL (blue squares) and ΔTR (green circles). Increasing
voltage bias further enhances the entropy decrease in the system
up to about "20 μV. The model assumes a perfectly symmetric
system and therefore predicts equal ΔTL and ΔTR with the fit
T0;s ¼ 62 mK (solid line).

(a)

(b)

(c) 1 2 3 4

1

2 4

3

FIG. 3 (color online). Operation as a Maxwell’s demon and
as a one-sided refrigerator. Quantities shown are I (black),
ΔTL (blue), ΔTR (green), ΔTd (red), with parameter values
V ¼ 20 μV, T0;s ¼ 77 mK, and T0;d ¼ 55 mK. (a) Measurement
at Ng ¼ 0.5 (Maxwell’s demon). Both TL and TR decrease,
indicating overall cooling of the system. This is justified by the
mutual information transfer between the system and the demon,
which in turn generates heat in the demon, observed as elevated
Td. (b) Measurement at Ng ¼ 0 (SET refrigeration [41,42]).
EitherΔTL orΔTR can be negative, however, not simultaneously:
overall heat is generated in the system. Measured data (symbols)
are shown on the left and numerically obtained predictions (lines)
on the right. (c) Energetics at different operation points, indicated
as numbers in (a) and (b). At the operation point 1, the demon
is interacting with the system as in Fig. 1(b). At operation
points 2–4, the demon is inactive.

PRL 115, 260602 (2015) P HY S I CA L R EV I EW LE T T ER S week ending
31 DECEMBER 2015

260602-4

Ng = 0.5
Maximum interac9on
Maxwell demon

Ng = 0
No interac9on
SET refrigera9on

Td

TRTL

I



Thanks and happy birthday to Jukka!


