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Non-equilibrium processes 
dissipate energy. This produces  
irreversible increase of entropy

Entropy production for estimating the performance 
of devices (exergy is reduced by irreversibility)
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Towards quantum thermodynamics in
electronic circuits
Jukka P. Pekola

Electronic circuits operating at sub-kelvin temperatures are attractive candidates for studying classical and quantum
thermodynamics: their temperature can be controlled and measured locally with exquisite precision, and they allow
experiments with large statistical samples. The availability and rapid development of devices such as quantum dots, single-
electron boxes and superconducting qubits only enhance their appeal. But although these systems provide fertile ground
for studying heat transport, entropy production and work in the context of quantum mechanics, the field remains in its
infancy experimentally. Here, we review some recent experiments on quantum heat transport, fluctuation relations and
implementations of Maxwell’s demon, revealing the rich physics yet to be fully probed in these systems.

Thermodynamics and statistical physics have attracted
renewed interest in recent years, largely owing to an
improvement in the experimental control of small structures,

all the way down to the nanoscale. Phenomena on these scales can
be described using stochastic thermodynamics1, which includes
the influence of fluctuations inherent in such small systems, and
applies to non-equilibrium processes far beyond the linear response
regime. Until recently, experiments on molecules and soft matter
at ambient temperatures have dominated the field2,3. But such
experiments cannot be easily extended into the quantum regime,
which presents an exciting frontier in this area of research. Electrical
circuits at low temperatures, on the other hand, are suitable for
thermodynamic studies in both classical and quantum regimes.
The ‘quantumness’ of these circuits has been widely demonstrated
over the past decade by the vigorous activity on the coherent
properties of both superconducting and semiconducting qubits at
low temperatures.

Dissipation and entropy production in electronic circuits
Electrons in a metal form a Fermi distribution in equilibrium with
a phonon bath. These electrons can easily be driven out of equi-
librium, for example, by applying Joule heating4. A key feature of
these circuits, which operate at sub-kelvin temperatures, is a striking
separation of timescales, together with the possibility of controlling
them. For example, relaxation between electrons and phonons at
low temperatures is orders of magnitude slower than their internal
relaxation rates. This means that subsystems with di�ering but well-
defined temperatures can exist within the same system. The phonon
system is typically assumed to be the ‘true’ bath, with constant
temperature provided by the macroscopic thermostat (or cryostat).
Adapting this typical scenario can give rise to an ideal platform
from which to study the statistical physics and thermodynamics of
nanostructures at sub-kelvin temperatures (Fig. 1a).

A biased tunnel barrier between two conductors with a chemical
potential di�erence of1µ=eV , where e is the electronic charge and
V is the voltage drop (Fig. 1b,c), forms the basic unit for studies
of fluctuations and non-equilibrium physics in a circuit. Consider
a single tunnelling event, depicted in the figure as the creation of
a hole-like and particle-like excitation in the left and right leads,
respectively. For this event, the transition rate� is determined by the
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Figure 1 | Dissipation and relaxation in electronic circuits at low
temperatures. a, A generic thermal model. A system, for example, a charge
state in a single-electron experiment or qubit, is driven by a source of work.
The system interacts with the Fermi-distributed electrons, which, in turn,
tend to thermalize with the bath of phonons through electron–phonon
coupling. The state of the system and/or the temperature of the electrons
Te are measured in real time. b, A biased tunnel junction, formed of two
metal leads to the left and right of the overlap area where the two
conductors are attached by an oxide barrier. c, Dissipation in a tunnelling
event through a barrier. An excitation is created on both sides of the barrier.

barrier itself,1µ, together with the temperatures T1,T2 of the leads,
and the type and density of the carriers. Tunnelling is a stochastic
Poisson process, which obeys the principle of detailed balance,
� (�1µ) = e�1µ/kBT� (1µ), with kB the Boltzmann constant, for
equilibrium leads (T1 = T2 = T ). For a tunnelling electron with
energy E, the energy deposition to the source lead is given by
1E1 = µ1 � E and the entropy production is 1S1 = (µ1 � E)/T1,
where µ1 is the chemical potential of the lead. Correspondingly, for
the drain lead, we have an energy deposition of 1E2 =E�µ2 and
an entropy production of 1S2 = (E �µ2)/T2. In general, the total
energy dissipation in this event is thus 1E = 1E1 + 1E2 = µ1 �
µ2 =eV , determined by the chemical potential di�erence only.

If fluctuations are ignored, and there are tunnelling events
occurring at an average rate of f = I/e, where I is the mean
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The characterization of irreversibility in general quantum processes is an open problem of increasing techno-
logical relevance. Yet, the tools currently available to this aim are mostly limited to the assessment of dynamics
induced by equilibrium environments, a situation that often does not match the reality of experiments at the
microscopic and mesoscopic scale. We propose a theory of irreversible entropy production that is suited for
quantum systems exposed to general, non-equilibrium reservoirs. We illustrate our framework by addressing a
set of physically relevant situations that clarify both the features and the potential of our proposal.

Introduction - The entropy of an open system, unlike the en-
ergy, does not satisfy a continuity equation: in addition to en-
tropic fluxes exchanged with the environment, some entropy
may also be produced within the system. This contribution is
called the entropy production and, according to the second law
of thermodynamics, it is always non-negative, being zero only
when the system and the environment are in thermal equilib-
rium. It therefore serves as a measure of the irreversibility
of a physical process and may be used to characterize non-
equilibrium systems in a broad range of situations and across
all length scales. In symbols, if S is the entropy of the system,
then its rate of change may always be written as

dS
dt
= ⇧(t) � �(t) (1)

where ⇧ � 0 is the entropy production rate and � is the en-
tropy flux rate, from the system to the environment. The quan-
tities⇧ and� are not direct observables and must therefore be
related to experimentally accessible quantities via a theoreti-
cal framework. Unfortunately, a unified approach for this is
still lacking.

In the past decades, several theories of entropy production
have been developed in di↵erent contexts. The most promi-
nent example is Onsager’s theory of chemical kinetics [1–4],
where the entropy production rate is related to particle and
energy currents. Another widely used framework is that of
Schnakenberg [5, 6], which relates the entropy production rate
with the transition rates of a system governed by a master
equation. The generalization to other classical stochastic pro-
cesses, such as dynamics described by a Fokker-Planck equa-
tion, have also been addressed [7–9].

The extension of these results to mesoscopic systems came
into relevance with the discovery by Gallavotti, Cohen and
collaborators [10, 11] that the total entropy production ⌃ of a
process, when interpreted as a fluctuating quantity of the sys-
tem’s stochastic trajectory, satisfies a fluctuation theorem of
the form he�⌃i = 1, which is valid for processes arbitrarily
far from equilibrium. Similar results were found by Jarzynski
[12] and Crooks [13] for systems undergoing a work proto-
col, where the entropy production is proportional to the irre-
versible work. These developments and, in particular, their

extensions to quantum systems, have shown that in meso and
microscopic systems, quantum fluctuations may play a promi-
nent role in non-equilibrium processes.

Quantum systems also open up the possibility for explor-
ing more general reservoirs, such as dephasing and squeezed
baths [14]. The description of these systems extends beyond
the usual paradigms of equilibrium environments. Despite the
lack of equilibrium at the bath level, one should still be able
to characterize processes by their irreversibility and entropy
production. There is thus a strong need for the identification
of suitable tools that are able to characterize non-equilibrium
processes in a broad class of settings.

The goal of this paper is to derive a theory of entropy
production that is applicable to quantum systems subject to
more general reservoirs. Di↵erently from existing theories,
instead of using the von Neumann entropy, we shall charac-
terize the irreversibility using the Rényi-2 entropy S 2. Both
entropies have similar behavior when used to characterize dis-
order in the state of (generally composite) systems. However,
for a general density matrix ⇢, we have S 2 = � lnP with
P = Tr(⇢2) the purity of the state at hand, which makes the
Rényi-2 entropy much more convenient to manipulate. Al-
though such a convenience appears to be unique of S 2, general
Rényi-↵ entropies S ↵ = (1 � ↵)�1 ln Tr(⇢↵) have been linked
to the thermodynamic properties of quantum systems, from
the formulation of general fluctuation theorems to the deriva-
tion of a family of second laws of thermodynamics [15–17].
It is remarkable that Rényi-↵ entropies tend to the von Neu-
mann one in the asymptotic limit of classical systems. This
strengthens the validity of a reformulation of thermodynamic
irreversibility of microscopic quantum systems in terms of
such entropic quantities. It is in this sense that our investi-
gation on a formulation of entropy production in terms of S 2
should be assessed here. The subtleties implied by the dif-
ferences between the von Neumann and Rényi entropies has
been stressed in Ref. [18].

In this paper, we focus on bosonic systems characterized by
Gaussian states. In this case, P = (det⇥)�1/2 with ⇥ the co-
variance matrix of the Gaussian system [19] and S 2 coincides
(up to an additive constant that only depends on the number

J  Schnakenberger
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which is known as Jarzynski equality [110]. Eq. (4.7) therefore becomes

hW i � �F . (4.9)

The difference between the average work done on the system and the change in
free energy is known as dissipated or irreversible work

W
irr

= hW i � �F (4.10)

and quantifies the amount of work lost on average due to the finite-time nature of
the transformation, since the free energy difference represents the work that could
be extracted by means of a reversible isothermal transformation.

The equalities Eqs. (4.6) and (4.8), referred to as integral fluctuation theorems,
can be “refined” in the form of detailed fluctuation theorems. The latter compare
the system’s dynamics (forward process ‘f’) with its time reversed counterpart
(backward process ‘b’). In particular, the probability of observing a given value
of a quantity like work, heat or entropy in an experiment is compared to the one
that would be observed in the time-reversed dynamics. Both the forward and the
backward process start in an equilibrium state of the initial and final Hamiltonian,
respectively, while at intermediate times the system can be arbitrarily far from
equilibrium. The entropy production satisfies the following detailed fluctuation
theorem [11]

P
f

(+⌃)

P
b

(�⌃)

= e⌃ , (4.11)

which provides a universal constraint in the distribution of the values of the en-
tropy production. We notice that negative values of ⌃ are associated with entropy-
reducing trajectories. Such trajectories are however exponentially suppressed in
the system’s size and hence never observed at the macroscopic scale, in agreement
with the phenomenological statements of thermodynamics [12]. It must be stresses
that Eq. (4.11) does prove the second law of thermodynamics, i.e. does not ex-
plain how irreversibility emerges from microscopically reversible laws of motion,
inasmuch by assuming stochastic Markovian dynamics irreversibility has been put
by hand in the first place.
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t ]
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of systems considered) with the Wigner entropy [20]

S = �
Z

d2↵ W(↵⇤,↵) ln W(↵⇤,↵). (2)

Here W(↵⇤,↵) is the Wigner function and the integral is over
the complex plane (as the state is Gaussian, W > 0 and hence
S is real). This link between S and S 2 allows for a funda-
mental simplification of the problem of characterizing entropy
production, as one can map the open system dynamics into a
Fokker-Planck equation for W and hence employ tools of clas-
sical stochastic processes to obtain simple expressions for ⇧
and �. This idea was already used in Refs. [21, 22] via a
quantum-to-classical correspondence to treat the case of sim-
ple heat baths. Here, instead, we present a full quantum me-
chanical treatment and show how to extend the framework to
treat squeezed and dephasing reservoirs. The generalization
to other types of baths is straightforward.

We shall assume that the system is modeled by a Lindblad
master equation of the form

@t⇢ = �i[H, ⇢] +D(⇢), (3)

where ⇢ is the density matrix of the system, H is its Hamilto-
nian, andD(⇢) describes the process arising from its coupling
to the external reservoir. Let ⇢⇤ denote the target state ofD(⇢)
(for thermal baths ⇢⇤ = ⇢eq = e��H/Z). In Refs. [23–26], it
was shown that the von Neumann entropy production rate can
be defined as

⇧vN = �@tKvN(⇢|⇢⇤), (4)

where KvN(⇢|⇢⇤) = tr[⇢ ln(⇢/⇢⇤)] is the von Neumann relative
entropy. Eq. (4) satisfies several properties expected from an
entropy production. We have ⇧vN � 0 always with the equal-
ity valid only for ⇢ = ⇢⇤. For thermal baths, the correspond-
ing total entropy production, when interpreted as a stochastic
quantity, satisfies an integral fluctuation theorem [26]. More-
over, in this case Eq. (4) may be factored in the form of Eq. (1),
with S (t) being the von Neumann entropy S vN = � tr(⇢ ln ⇢)
and

�vN(t) = � 1
T

tr


HD(⇢)
�

:=
�E

T
, (5)

where �E is the energy flux from the system to the environ-
ment. This is a well known result of classical thermodynam-
ics, relating heat and entropy flux.

Despite their clear physical interpretation, Eqs. (4) and (5)
su↵er from the problem that they diverge in the limit T ! 0.
This is related to the divergence of the relative entropy when
the reference state tends to a pure state [27, 28]. This di-
vergence is clearly an inconsistency of the theory. The limit
T ! 0 is frequently used in quantum optics and the dynamics
is known to be well behaved and to correctly reproduce ex-
perimental results in several situations. In fact, even dS/ dt
remains finite in this limit, and only ⇧ and � diverge. In the
past, several attempts have been made to overcome this prob-
lem [27–32] but a consistent theory is still lacking. To obtain

a framework which does not su↵er from this deficiency is an-
other motivation for this paper. As we will show, using the
Rényi-2/Wigner entropy avoids this problem entirely.

Thermal bath - We begin the construction of our formalism
by considering a single bosonic mode with H = !(a†a + 1/2)
and dissipator

D(⇢) = �(n̄ + 1)
"

a⇢a† � 1
2
{a†a, ⇢}

#

+ �n̄
"

a†⇢a � 1
2
{aa†, ⇢}

#

.

(6)
Here � is the damping rate of the oscillator and n̄ = (e�!�1)�1

is the mean number of excitations in the bath (� = 1/T is its
inverse temperature). The target state of this dissipator is the
Gibbs thermal state ⇢⇤ = ⇢eq = (1 � e��!)e��!a†a.

We define the Wigner function of the system as

W(↵⇤,↵) =
1
⇡2

Z

d2� e��↵
⇤+�⇤↵ tr

n

⇢ e�a
†��⇤ao , (7)

where � and ↵ are phase space variables. Using standard
operator correspondences, Eq. (3) can be translated into the
Fokker-Planck equation

@tW = �i!


@↵⇤ (↵⇤W) � @↵(↵W)
�

+D(W), (8)

where the dissipative part is written as a divergence in the
complex plane:

D(W) = @↵J(W) + @↵⇤ J⇤(W), (9)

with

J(W) =
�

2



↵W + (n + 1/2)@↵⇤W
�

. (10)

Eq. (8) is a continuity equation in the complex plane. Hence,
J(W) can be interpreted as the irreversible component of the
probability current. This picture is further corroborated by
the fact that J(W) will be zero only in the thermal state
Weq =

1
⇡(n̄+1/2) exp[� |↵|2

n̄+1/2 ]; i.e., J(Weq) = 0. This statement
is stronger than D(Weq) = 0 as it implies that the thermal
equilibrium state is not only a fixed point of the dissipative dy-
namics, but also the state where all probability currents vanish
identically.

Having defined the Wigner entropy as in Eq. (2), we now
define the Wigner entropy production rate as

⇧ = �@tK(W(t)||Weq), (11)

where K(W ||Weq) =
R

d2↵ W ln W/Weq is the Wigner relative
entropy. For a bipartite Gaussian state, this coincides (up to a
constant) with the Rényi-2 mutual information. Inserting the
Fokker-Planck Eq. (8) in Eq. (11) and integrating by parts we
get

⇧ = �
Z

d2↵ D(W) ln(W/Weq). (12)

Next we use Eq. (9) and integrate by parts again to obtain

⇧ =

Z

d2↵
⇢

J
✓@↵W

W
� @↵Weq

Weq

◆

+ ↵! ↵⇤
�

. (13)

=
dSvN

dt
� 1

T
Tr[HD(⇢)]

=
dSvN

dt
+

�E(t)

T
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Despite their clear physical interpretation, Eqs. (4) and (5)
su↵er from the problem that they diverge in the limit T ! 0.
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a framework which does not su↵er from this deficiency is an-
other motivation for this paper. As we will show, using the
Rényi-2/Wigner entropy avoids this problem entirely.

Thermal bath - We begin the construction of our formalism
by considering a single bosonic mode with H = !(a†a + 1/2)
and dissipator

D(⇢) = �(n̄ + 1)
"

a⇢a† � 1
2
{a†a, ⇢}

#

+ �n̄
"

a†⇢a � 1
2
{aa†, ⇢}

#

.

(6)
Here � is the damping rate of the oscillator and n̄ = (e�!�1)�1

is the mean number of excitations in the bath (� = 1/T is its
inverse temperature). The target state of this dissipator is the
Gibbs thermal state ⇢⇤ = ⇢eq = (1 � e��!)e��!a†a.

We define the Wigner function of the system as

W(↵⇤,↵) =
1
⇡2

Z

d2� e��↵
⇤+�⇤↵ tr

n

⇢ e�a
†��⇤ao , (7)

where � and ↵ are phase space variables. Using standard
operator correspondences, Eq. (3) can be translated into the
Fokker-Planck equation

@tW = �i!


@↵⇤ (↵⇤W) � @↵(↵W)
�

+D(W), (8)

where the dissipative part is written as a divergence in the
complex plane:

D(W) = @↵J(W) + @↵⇤ J⇤(W), (9)

with

J(W) =
�

2



↵W + (n + 1/2)@↵⇤W
�

. (10)

Eq. (8) is a continuity equation in the complex plane. Hence,
J(W) can be interpreted as the irreversible component of the
probability current. This picture is further corroborated by
the fact that J(W) will be zero only in the thermal state
Weq =

1
⇡(n̄+1/2) exp[� |↵|2

n̄+1/2 ]; i.e., J(Weq) = 0. This statement
is stronger than D(Weq) = 0 as it implies that the thermal
equilibrium state is not only a fixed point of the dissipative dy-
namics, but also the state where all probability currents vanish
identically.

Having defined the Wigner entropy as in Eq. (2), we now
define the Wigner entropy production rate as

⇧ = �@tK(W(t)||Weq), (11)

where K(W ||Weq) =
R

d2↵ W ln W/Weq is the Wigner relative
entropy. For a bipartite Gaussian state, this coincides (up to a
constant) with the Rényi-2 mutual information. Inserting the
Fokker-Planck Eq. (8) in Eq. (11) and integrating by parts we
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⇧ = �
Z

d2↵ D(W) ln(W/Weq). (12)

Next we use Eq. (9) and integrate by parts again to obtain

⇧ =

Z

d2↵
⇢

J
✓@↵W

W
� @↵Weq

Weq

◆

+ ↵! ↵⇤
�

. (13)

=
dSvN

dt
� 1

T
Tr[HD(⇢)]

=
dSvN

dt
+

�E(t)

T
⇧(t),�(t)  diverge as T ! 0

Idealised large heat reservoirs
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which has Wigner function
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We may also write the dissipator D(W ) in Eq. (8) as
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where
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This quantity has an important physical interpretation,
which is made evident when one writes Eq. (7) as a con-
tinuity equation

@tW = @↵F(W ) + @↵⇤F⇤(W ), (13)

where F(W ) = i!↵W + J(W ). We see that F(W ) may
be interpreted as the current of Wigner probability in the
phase space. The term i!↵W represents the reversible
component of the current, associated with the unitary
evolution. Consequently, J(W ) is interpreted as the ir-

reversible probability current. This picture is further cor-
roborated by the fact that for Eq. (10) we have

J(Weq) = 0. (14)

Eq. (14) is stronger than D(Weq) = 0, implying that
the thermal equilibrium state is not only a fixed point
of the dissipative dynamics, but also the state where all
probability currents vanish identically.

A. Wigner entropy production rate

We define the Wigner entropy of the system as

S = �
Z

d2↵ W (↵) lnW (↵). (15)

The entropy will be real as long as W > 0, which there-
fore establishes the limit of validity of the present frame-
work. The Wigner entropy is expected to be similar,
albeit not identical, to the von Neumann entropy. For
instance, for the thermal state of Eq. (9), the von Neu-
mann and Wigner entropies are, respectively

SvN = � tr(⇢ ln ⇢) =
!

T
n̄� ln(1� e�!/T ),

S = 1 + ln⇡ + ln(n̄+ 1/2).
(16)

Fig. 1 shows that the expressions in Eq. (16) are very
similar over all temperature ranges, except for a constant
shift of ln(⇡) of the Wigner entropy.

We define the Wigner relative entropy as

K(W ||Weq) =

Z

d2↵ W lnW/Weq (17)

FIG. 1. The equilibrium von Neumann and Wigner entropies
in Eq. (16) for the quantum harmonic oscillator, against T/!.

As a side note, in Ref. [27] it was shown that for Gaussian
states this definition coincides, up to a constant, with the
Rényi-2 mutual information. In analogy with Eq. (3), we
now propose to define the Wigner entropy production
rate as

⇧ = � d

dt
K(W (t)||Weq) (18)

In order to write this formula in a physically more trans-
parent way, we insert the Fokker-Planck equation in
Eq. (18). In this and all other manipulations, we will
always assume that, when integrating by parts, the cross
terms vanish at infinity. One then finds that there is no
contribution from the unitary part, leaving us with

⇧ = �
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d2↵ D(W ) ln(W/Weq). (19)

Next we use Eq. (11) and integrate by parts again to
obtain
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◆

+ ↵ ! ↵⇤
�

.

Finally one notes that, from Eq. (12)

@↵W

W
� @↵Weq

Weq
=

2J⇤

�(n̄+ 1/2)

1

W
. (20)

Threfore, we conclude that the entropy production rate
may be written as

⇧ =
4/�

n̄+ 1/2

Z

d2↵
|J(W )|2

W
. (21)

This quantity is non-negative when W > 0, and is zero
only at thermal equilibrium [Eq. (14)]. These are pre-
cisely the properties expected from an entropy produc-
tion rate.

B. Wigner entropy flux rate

Now let us discuss the entropy flux rate. Mauro:
there’s a mess with the equation references here...we re-
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Rényi-2 mutual information. In analogy with Eq. (3), we
now propose to define the Wigner entropy production
rate as

⇧ = � d

dt
K(W (t)||Weq) (18)

In order to write this formula in a physically more trans-
parent way, we insert the Fokker-Planck equation in
Eq. (18). In this and all other manipulations, we will
always assume that, when integrating by parts, the cross
terms vanish at infinity. One then finds that there is no
contribution from the unitary part, leaving us with

⇧ = �
Z

d2↵ D(W ) ln(W/Weq). (19)

Next we use Eq. (11) and integrate by parts again to
obtain

⇧ =

Z

d2↵

⇢

J

✓

@↵W

W
� @↵Weq

Weq

◆

+ ↵ ! ↵⇤
�

.

Finally one notes that, from Eq. (12)

@↵W

W
� @↵Weq

Weq
=

2J⇤

�(n̄+ 1/2)

1

W
. (20)

Threfore, we conclude that the entropy production rate
may be written as

⇧ =
4/�

n̄+ 1/2

Z

d2↵
|J(W )|2

W
. (21)

This quantity is non-negative when W > 0, and is zero
only at thermal equilibrium [Eq. (14)]. These are pre-
cisely the properties expected from an entropy produc-
tion rate.

B. Wigner entropy flux rate

Now let us discuss the entropy flux rate. Mauro:
there’s a mess with the equation references here...we re-

For a single harmonic oscillator in a thermal bath:

4

fer to an equation that appsars only two pages later. Re-
turning to Eq. (19), we see that the first term is exactly
dS/ dt in Eq. (30). Hence, comparing with Eq. (1) we
conclude that the entropy flux rate must be

� =

Z

d2↵ D(W ) lnWeq. (22)

Substituting Eq. (10) for Weq and integrating by parts,
one finds that this may also be written as

� =
1

n̄+ 1/2

Z

d2↵[↵⇤J(W ) + h.c.]

=
�

n̄+ 1/2

Z

d2↵ |↵|2W � �.

(23)

As
R

d2↵ |↵|2W = ha†ai+ 1/2, we conclude that

� =
�

n̄+ 1/2
(ha†ai � n̄). (24)

This formula is very useful as it relates the entropy flux
rate of the Lindblad dissipator in Eq. (5). On the other
hand, the energy flux rate may be computed from Eq. (2)
as

�E = � dhHi
dt

= �!(ha†ai � n̄), (25)

where the minus sign is placed simply for convenience.
We thus conclude that the entropy flux rate and the en-
ergy flux rate are related by

� =
�E

!(n̄+ 1/2)
. (26)

When T � ! we may approximate !(n̄ + 1/2) ' T , in
which case we recover the traditional formula

� ' �E

T
. (27)

Thus, Eq. (24) recovers the expected result at high tem-
peratures. In addition, it tends to a finite value as T ! 0
(in which case n̄ ! 0).

C. Gaussian states

Eq. (21) has a clear physical meaning. However, unlike
Eq. (24) it is not very practical, as it requires knowledge
of the entire Wigner function. This problem simplifies
considerably in the case of Gaussian states, which are
completely characterized by their vector of first moments
µ = (hai, ha†i) and the covariance matrix ✓ with entries

⇥i,j =
1

2
h{ui, u

†
j}i � huiihu†

ji, (28)

where u = (a, a†). We can express the entropy produc-
tion rate in terms of µ and ⇥, with a little algebra, as

⇧ = �� � + �(n̄+ 1/2)
⇥11

|⇥| . (29)

This relates the entropy production rate directly to the
entries of the covariance matrix.

D. Alternative derivations

The main results for the open quantum harmonic os-
cillator are Eqs. (21) and (24) for the entropy production
rate and the entropy flux rate. It is also possible to de-
rive these formulas in two alternative ways, which may
help put them on a more robust basis. The first way is
to map the Fokker-Planck equation (7) into a stochas-
tic process in the complex plane. In this way, the total
entropy production ⌃ of a process may be defined as a
functional of the stochastic forward and backward tra-
jectories. The entropy production rate is then obtained
by averaging the stochastic entropy over an infinitesimal
time interval, h⌃i = ⇧dt, where h·i stands for the av-
erage over all stochastic paths. The interesting aspect
of this approach is that it can be shown that ⌃ satisfies
an integral fluctuation theorem, which is the fundamen-
tal property expected of the entropy production. This
supports the interpretation of Eq. (21) as a valid entropy
production rate. The details of such a derivation are pre-
sented in Appendix A.
As for the second approach, we will now show how it

is possible to derive Eqs. (21) and (24) without assum-
ing Eq. (18). We start with the rate of change of the
entropy [the first term in Eq. (19)]. Using Eq. (11) and
integrating by parts, we have

dS

dt
=

Z

d2↵

W
[J(W )@W + J⇤(W )@⇤W ] . (30)

We now use Eq. (12) to get

@⇤W =
2/�

n̄+ 1/2
J(W )� ↵W

n̄+ 1/2
. (31)

Substituting this in Eq. (30), we can identify

⇧ =
4/�

n̄+ 1/2

Z

d2↵
|J(W )|2

W
,

� =
1

n̄+ 1/2

Z

d2↵ [↵⇤J(W ) + h.c.] ,

which are precisely Eqs. (21) and (23). This procedure
thus shows how to manually separate the rate of change
of the entropy in two terms, one of which is always non-
negative and null only in thermal equilibrium. Notice
that no mention was made of the bath or the final state
of the system: ⇧ and � are derived directly from the
functional form of the Lindblad dissipator.
This interpretation is, in our view, quite valuable as it

opens avenues for further research. Dissipators may be
used to describe processes which are much more general
than the simple contact with a thermal bath. It should
thus be possible to associate to any dissipator a corre-
sponding entropy production rate and an entropy flux
rate. This would allow us to extend these thermody-
namic ideas to non-thermal open systems, such as more
general quantum baths or quantum computing protocols.
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turning to Eq. (19), we see that the first term is exactly
dS/ dt in Eq. (30). Hence, comparing with Eq. (1) we
conclude that the entropy flux rate must be

� =

Z

d2↵ D(W ) lnWeq. (22)

Substituting Eq. (10) for Weq and integrating by parts,
one finds that this may also be written as

� =
1

n̄+ 1/2

Z

d2↵[↵⇤J(W ) + h.c.]

=
�

n̄+ 1/2

Z

d2↵ |↵|2W � �.

(23)

As
R

d2↵ |↵|2W = ha†ai+ 1/2, we conclude that

� =
�

n̄+ 1/2
(ha†ai � n̄). (24)

This formula is very useful as it relates the entropy flux
rate of the Lindblad dissipator in Eq. (5). On the other
hand, the energy flux rate may be computed from Eq. (2)
as

�E = � dhHi
dt

= �!(ha†ai � n̄), (25)

where the minus sign is placed simply for convenience.
We thus conclude that the entropy flux rate and the en-
ergy flux rate are related by

� =
�E

!(n̄+ 1/2)
. (26)

When T � ! we may approximate !(n̄ + 1/2) ' T , in
which case we recover the traditional formula

� ' �E

T
. (27)

Thus, Eq. (24) recovers the expected result at high tem-
peratures. In addition, it tends to a finite value as T ! 0
(in which case n̄ ! 0).

C. Gaussian states

Eq. (21) has a clear physical meaning. However, unlike
Eq. (24) it is not very practical, as it requires knowledge
of the entire Wigner function. This problem simplifies
considerably in the case of Gaussian states, which are
completely characterized by their vector of first moments
µ = (hai, ha†i) and the covariance matrix ✓ with entries

⇥i,j =
1

2
h{ui, u

†
j}i � huiihu†

ji, (28)

where u = (a, a†). We can express the entropy produc-
tion rate in terms of µ and ⇥, with a little algebra, as

⇧ = �� � + �(n̄+ 1/2)
⇥11

|⇥| . (29)

This relates the entropy production rate directly to the
entries of the covariance matrix.

D. Alternative derivations

The main results for the open quantum harmonic os-
cillator are Eqs. (21) and (24) for the entropy production
rate and the entropy flux rate. It is also possible to de-
rive these formulas in two alternative ways, which may
help put them on a more robust basis. The first way is
to map the Fokker-Planck equation (7) into a stochas-
tic process in the complex plane. In this way, the total
entropy production ⌃ of a process may be defined as a
functional of the stochastic forward and backward tra-
jectories. The entropy production rate is then obtained
by averaging the stochastic entropy over an infinitesimal
time interval, h⌃i = ⇧dt, where h·i stands for the av-
erage over all stochastic paths. The interesting aspect
of this approach is that it can be shown that ⌃ satisfies
an integral fluctuation theorem, which is the fundamen-
tal property expected of the entropy production. This
supports the interpretation of Eq. (21) as a valid entropy
production rate. The details of such a derivation are pre-
sented in Appendix A.
As for the second approach, we will now show how it

is possible to derive Eqs. (21) and (24) without assum-
ing Eq. (18). We start with the rate of change of the
entropy [the first term in Eq. (19)]. Using Eq. (11) and
integrating by parts, we have

dS

dt
=

Z

d2↵

W
[J(W )@W + J⇤(W )@⇤W ] . (30)

We now use Eq. (12) to get

@⇤W =
2/�

n̄+ 1/2
J(W )� ↵W

n̄+ 1/2
. (31)

Substituting this in Eq. (30), we can identify

⇧ =
4/�

n̄+ 1/2

Z

d2↵
|J(W )|2

W
,

� =
1

n̄+ 1/2

Z

d2↵ [↵⇤J(W ) + h.c.] ,

which are precisely Eqs. (21) and (23). This procedure
thus shows how to manually separate the rate of change
of the entropy in two terms, one of which is always non-
negative and null only in thermal equilibrium. Notice
that no mention was made of the bath or the final state
of the system: ⇧ and � are derived directly from the
functional form of the Lindblad dissipator.
This interpretation is, in our view, quite valuable as it

opens avenues for further research. Dissipators may be
used to describe processes which are much more general
than the simple contact with a thermal bath. It should
thus be possible to associate to any dissipator a corre-
sponding entropy production rate and an entropy flux
rate. This would allow us to extend these thermody-
namic ideas to non-thermal open systems, such as more
general quantum baths or quantum computing protocols.

Rudolf Clausius
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The formalism makes sense for Gaussian states.  
How about non-Gaussian ones?

How about  
non-Gaussian states?
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To fix the total spin J , we impose to work on the re-
stricted subspace where na + nb = 2J , with na,b the
expectation value of the number operators for the two
Schwinger modes. We now introduce standard bosonic
coherent states |ci = |↵,�i of such modes and define the
corresponding Husimi-Q function as

Q(↵,�) =
1

⇡2

h↵,�|⇢|↵,�i. (12)

This Husimi function will also satisfy a quantum Fokker-
Planck equation of the form (7). The correspondence
table (8)–(10) now becomes

[J
+

, ⇢] ! J
+

(Q) = (↵⇤@�⇤ � �@↵)Q, (13)

[J�, ⇢] ! J�(Q) = (�⇤@↵⇤ � ↵@�)Q, (14)

[Jz, ⇢] ! Jz(Q) =
1

2
(↵⇤@↵⇤ + �@� � c.c)Q. (15)

For a single spin-1/2 system, the most general density
matrix may be written as

⇢ =
1

2
(1 + ⌧ · �), (16)

where �i are the Pauli matrices and ⌧i = tr(⇢�i). In this
case, it follows that the corresponding Husimi-Q function
is given by the particularly simple form [38]

Q(↵,�) =
e�c†c

⇡2

c†
(1 + ⌧ · �)

2
c, (17)

where c = (↵,�) is to be interpreted as a two-component
spinor. For an arbitrary spin, we write instead

Q(↵,�) =
e�c†c

⇡2

V (↵,�), (18)

where

V (↵,�) =
X

m,m0

⇢m,m0(↵⇤)J+m(�⇤)J�m↵J+m0
�J�m0

p
(J +m)!(J �m)!(J +m0)!(J �m0)!

.

(19)
One may verify that V (↵,�) is a homogeneous function
of degree 2J in ↵ and �. Thus, using Euler’s theorem for
homogeneous functions, we find that

(↵@↵ + �@�)V (↵,�) = 2JV (↵,�) (20)

with an identical equation for ↵⇤ and �⇤.

C. Relation between the two approaches

Equation (18) can be related to the spin coherent state
function in Eq. (6) as follows. Define the angle-action
variables I, ✓, �, and  according to

↵ =
p
I cos

✓

2
e�i(�+ )/2, � =

p
I sin

✓

2
ei(�� )/2.

(21)

The integration measure changes as

d2↵ d2� =
1

8
I dI d d⌦. (22)

After integrating over  , we obtain

d2↵ d2� =
⇡

4
I dI d⌦, (23)

where d⌦ = sin ✓ d✓ d�. One may then verify that the
Husimi functions (18) and (6) are related by

Q(↵,�) =
e�II2J

⇡2(2J)!
Q(⌦). (24)

Thus, one may move back and forth between the two
representations based on convenience. Comparing this
result with Eq. (18) also allows us to identify the relation

V (↵,�) =
I2J

(2J)!
Q(⌦). (25)

D. Wehrl entropy

The entropy associated to the Husimi function is
known as the Wehrl entropy [28, 29, 32, 39–42],

S = � (2J + 1)

4⇡

Z
d⌦ Q(⌦) lnQ(⌦), (26)

where the constant (2J+1)/4⇡ has been introduced only
for convenience.
In the TSS representation, the Wehrl entropy may be

written as

S = �
Z

d2↵ d2� Q(↵,�) lnQ(↵,�). (27)

where both integrals are over the entire complex plane.
The definitions (26) and (27) are not identical, but di↵er
by an additive constant. However, in view of Eq. (1), we
will only be interested in the general rate of change of
the entropy so we shall not di↵erentiate between the two
definitions.
Unlike the von Neumann entropy, the Wehrl entropy

can be a↵ected by unitary transformations. This is re-
lated to the coarse-graining aspect of the Husimi func-
tion. Hamiltonians which are linear in Ji do not a↵ect
S, but in general nonlinear Hamiltonians do [40]. Which
classes of Hamiltonians a↵ect the unitary part is still an
open question [29]. Here we shall not consider this uni-
tary contribution, as it simply adds a new term to dS/ dt,
but rather concentrate on the dissipative contribution to
dS/ dt, which from Eq. (7) is found to be

dS

dt

�����
diss

= � (2J + 1)

4⇡

Z
d⌦ D(Q) lnQ. (28)

The goal is to separate this in the form of Eq. (1), i.e.,
to identify terms that can be interpreted as an entropy
production rate ⇧ and an entropy flux rate �.
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can be a↵ected by unitary transformations. This is re-
lated to the coarse-graining aspect of the Husimi func-
tion. Hamiltonians which are linear in Ji do not a↵ect
S, but in general nonlinear Hamiltonians do [40]. Which
classes of Hamiltonians a↵ect the unitary part is still an
open question [29]. Here we shall not consider this uni-
tary contribution, as it simply adds a new term to dS/ dt,
but rather concentrate on the dissipative contribution to
dS/ dt, which from Eq. (7) is found to be

dS

dt

�����
diss

= � (2J + 1)

4⇡

Z
d⌦ D(Q) lnQ. (28)

The goal is to separate this in the form of Eq. (1), i.e.,
to identify terms that can be interpreted as an entropy
production rate ⇧ and an entropy flux rate �.

Use Wherl entropy!

Husimi function
positive even for non-Gaussian states

Incredibly useful for spin dynamics!
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Reference [10] has introduced the idea of using phase-
space-entropic measures as an alternative to describe ir-
reversibility in open quantum systems. As was shown,
not only does this fix the above mentioned divergences
for pure states, but it also allows for a transparent way
of extending the framework to nonequilibrium reservoirs.
Moreover, it has the advantage of identifying quasiprob-
ability currents in phase space that represent the mi-
croscopic manifestations of irreversibility. In Ref. [10],
the focus was on Gaussian bosonic states, for which the
Wigner function was shown to be an ideal choice, as it is
also related to the Rényi-2 entropy. However, the ques-
tion of how this formalism could be extended to other
systems was not explored.

The goal of this work is to derive a theory of entropy
production that is applicable to spin systems subject to
general reservoirs. To achieve this goal, we shall follow
a similar approach as in [10] and use phase-space tech-
niques based on spin coherent states and the spin Husimi-
Q function [26]. The Husimi function is a quasiprob-
ability distribution commonly used to study the corre-
spondence between quantum and classical dynamics [27].
Among its properties, it is always positive definite. This
fact was used by Wehrl [28–31] to define a phase-space
version of the Shannon entropy. The Wehrl entropy is
not a measure of the purity of the wave function as is
the von Neumann entropy, but is directly related to the
uncertainty area of the Husimi function in phase space
[32–34]. For any state, the Wehrl entropy provides an
upper bound to the von Neumann entropy, which is sat-
urated only for the case of a coherent state [30, 35].

The paper is organized as follows. In Sec. II, we present
the framework for describing spin systems in phase space.
We do so using two equivalent approaches, one based on
spin coherent states and the other based on the Schwinger
mapping to bosonic systems. We thus obtain two defini-
tions for the Husimi function and for the corresponding
Wehrl entropy. In Sec. III, we study the Wehrl entropy
production for the dephasing channel and also discuss, as
an application, the dynamics of a spin 1/2 in a rotating
magnetic field. In Sec. IV, we apply our formalism to
the finite-temperature amplitude damping channel and
give general expressions for the Wehrl entropy produc-
tion rate and entropy flux rate, which are valid for any
temperature and spin number. We also show the relation
between the Wehrl entropy flux rate and the energy flux
rate. Explicit results for the spin-1/2 case are given as
well. In Sec. V, we apply these results to the problems
of spontaneous emission, thermal quenches, and a spin
1/2 in an oscillating magnetic field. Finally, in Sec. VD,
we study the entropy production of a two-level system
interacting with a single-photon pulse. The conclusions
are summarized in Sec. VI.

II. SPIN PHASE SPACE DYNAMICS

A. Spin coherent state representation

In this paper, we shall focus on a single spin J with
spin operators Jx, Jy, and Jz. Instead of working with
the density matrix, we approach this problem from a
phase-space perspective. The natural phase-space repre-
sentation for spin systems is through spin coherent states,
which are defined as [36]

|⌦i = e�i�Jze�i✓Jye�i Jz |J, Ji, (5)

where |J, Ji is the angular momentum state with largest
quantum number of Jz, and (✓,�, ) are Euler angles.
The angle  is not actually necessary and is placed here
only for the sake of completeness.
We may define, as a phase-space distribution for this

spin system, the Husimi-Q function,

Q(⌦) = h⌦|⇢|⌦i. (6)

In phase space, the dynamics of Eq. (2) can be recast
into the Fokker-Planck equation for Q,

@tQ = U(Q) +D(Q), (7)

where U accounts for the unitary part of the evolution
and D for the dissipator. The phase-space di↵erential
operators U(Q) and D(Q) may then be obtained from
standard operator correspondence tables. The most in-
teresting correspondences are those concerning commu-
tators of the spin operators Ji, which translate into the
usual orbital angular momentum operators:

[J
+

, ⇢] ! J
+

(Q) = ei�(@✓ + i cot ✓@�)Q, (8)

[J�, ⇢] ! J�(Q) = �e�i�(@✓ � i cot ✓@�)Q, (9)

[Jz, ⇢] ! Jz(Q) = �i
@

@�
Q. (10)

B. Takahashi-Shibata-Schwinger representation

Working with spin coherent states can eventually be
cumbersome as they do not have the simplicity of stan-
dard coherent states. Here we shall also use a di↵erent
approach put forth by Takahashi and Shibata [37], which
consists of first using the Schwinger operators to map the
spin operators into two bosonic modes and then defining
standard phase-space measures using bosonic coherent
states. We shall thus refer to this as the Takahashi-
Shibata-Schwinger (TSS) approach. This method gives
the same result that would be obtained without resorting
to the mapping, but considerably simplifies the formal
approach to the problem.
We thus proceed by implementing Schwinger’s map

that transforms the spin operators into two bosonic op-
erators a and b according to

Jz =
1

2
(a†a� b†b), J

+

= (J�)
† = a†b. (11)

Spin coherent states

2

of systems considered) with the Wigner entropy [20]

S = �
Z

d2↵ W(↵⇤,↵) ln W(↵⇤,↵). (2)

Here W(↵⇤,↵) is the Wigner function and the integral is over
the complex plane (as the state is Gaussian, W > 0 and hence
S is real). This link between S and S 2 allows for a funda-
mental simplification of the problem of characterizing entropy
production, as one can map the open system dynamics into a
Fokker-Planck equation for W and hence employ tools of clas-
sical stochastic processes to obtain simple expressions for ⇧
and �. This idea was already used in Refs. [21, 22] via a
quantum-to-classical correspondence to treat the case of sim-
ple heat baths. Here, instead, we present a full quantum me-
chanical treatment and show how to extend the framework to
treat squeezed and dephasing reservoirs. The generalization
to other types of baths is straightforward.

We shall assume that the system is modeled by a Lindblad
master equation of the form

@t⇢ = �i[H, ⇢] +D(⇢), (3)

where ⇢ is the density matrix of the system, H is its Hamilto-
nian, andD(⇢) describes the process arising from its coupling
to the external reservoir. Let ⇢⇤ denote the target state ofD(⇢)
(for thermal baths ⇢⇤ = ⇢eq = e��H/Z). In Refs. [23–26], it
was shown that the von Neumann entropy production rate can
be defined as

⇧vN = �@tKvN(⇢|⇢⇤), (4)

where KvN(⇢|⇢⇤) = tr[⇢ ln(⇢/⇢⇤)] is the von Neumann relative
entropy. Eq. (4) satisfies several properties expected from an
entropy production. We have ⇧vN � 0 always with the equal-
ity valid only for ⇢ = ⇢⇤. For thermal baths, the correspond-
ing total entropy production, when interpreted as a stochastic
quantity, satisfies an integral fluctuation theorem [26]. More-
over, in this case Eq. (4) may be factored in the form of Eq. (1),
with S (t) being the von Neumann entropy S vN = � tr(⇢ ln ⇢)
and

�vN(t) = � 1
T

tr


HD(⇢)
�

:=
�E

T
, (5)

where �E is the energy flux from the system to the environ-
ment. This is a well known result of classical thermodynam-
ics, relating heat and entropy flux.

Despite their clear physical interpretation, Eqs. (4) and (5)
su↵er from the problem that they diverge in the limit T ! 0.
This is related to the divergence of the relative entropy when
the reference state tends to a pure state [27, 28]. This di-
vergence is clearly an inconsistency of the theory. The limit
T ! 0 is frequently used in quantum optics and the dynamics
is known to be well behaved and to correctly reproduce ex-
perimental results in several situations. In fact, even dS/ dt
remains finite in this limit, and only ⇧ and � diverge. In the
past, several attempts have been made to overcome this prob-
lem [27–32] but a consistent theory is still lacking. To obtain

a framework which does not su↵er from this deficiency is an-
other motivation for this paper. As we will show, using the
Rényi-2/Wigner entropy avoids this problem entirely.

Thermal bath - We begin the construction of our formalism
by considering a single bosonic mode with H = !(a†a + 1/2)
and dissipator

D(⇢) = �(n̄ + 1)
"

a⇢a† � 1
2
{a†a, ⇢}

#

+ �n̄
"

a†⇢a � 1
2
{aa†, ⇢}

#

.

(6)
Here � is the damping rate of the oscillator and n̄ = (e�!�1)�1

is the mean number of excitations in the bath (� = 1/T is its
inverse temperature). The target state of this dissipator is the
Gibbs thermal state ⇢⇤ = ⇢eq = (1 � e��!)e��!a†a.

We define the Wigner function of the system as

W(↵⇤,↵) =
1
⇡2

Z

d2� e��↵
⇤+�⇤↵ tr

n

⇢ e�a
†��⇤ao , (7)

where � and ↵ are phase space variables. Using standard
operator correspondences, Eq. (3) can be translated into the
Fokker-Planck equation

@tW = �i!


@↵⇤ (↵⇤W) � @↵(↵W)
�

+D(W), (8)

where the dissipative part is written as a divergence in the
complex plane:

D(W) = @↵J(W) + @↵⇤ J⇤(W), (9)

with

J(W) =
�

2



↵W + (n + 1/2)@↵⇤W
�

. (10)

Eq. (8) is a continuity equation in the complex plane. Hence,
J(W) can be interpreted as the irreversible component of the
probability current. This picture is further corroborated by
the fact that J(W) will be zero only in the thermal state
Weq =

1
⇡(n̄+1/2) exp[� |↵|2

n̄+1/2 ]; i.e., J(Weq) = 0. This statement
is stronger than D(Weq) = 0 as it implies that the thermal
equilibrium state is not only a fixed point of the dissipative dy-
namics, but also the state where all probability currents vanish
identically.

Having defined the Wigner entropy as in Eq. (2), we now
define the Wigner entropy production rate as

⇧ = �@tK(W(t)||Weq), (11)

where K(W ||Weq) =
R

d2↵ W ln W/Weq is the Wigner relative
entropy. For a bipartite Gaussian state, this coincides (up to a
constant) with the Rényi-2 mutual information. Inserting the
Fokker-Planck Eq. (8) in Eq. (11) and integrating by parts we
get

⇧ = �
Z

d2↵ D(W) ln(W/Weq). (12)

Next we use Eq. (9) and integrate by parts again to obtain

⇧ =

Z

d2↵
⇢

J
✓@↵W

W
� @↵Weq

Weq

◆

+ ↵! ↵⇤
�

. (13)

=
dSvN

dt
� 1

T
Tr[HD(⇢)]

2

Reference [10] has introduced the idea of using phase-
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reversibility in open quantum systems. As was shown,
not only does this fix the above mentioned divergences
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the focus was on Gaussian bosonic states, for which the
Wigner function was shown to be an ideal choice, as it is
also related to the Rényi-2 entropy. However, the ques-
tion of how this formalism could be extended to other
systems was not explored.

The goal of this work is to derive a theory of entropy
production that is applicable to spin systems subject to
general reservoirs. To achieve this goal, we shall follow
a similar approach as in [10] and use phase-space tech-
niques based on spin coherent states and the spin Husimi-
Q function [26]. The Husimi function is a quasiprob-
ability distribution commonly used to study the corre-
spondence between quantum and classical dynamics [27].
Among its properties, it is always positive definite. This
fact was used by Wehrl [28–31] to define a phase-space
version of the Shannon entropy. The Wehrl entropy is
not a measure of the purity of the wave function as is
the von Neumann entropy, but is directly related to the
uncertainty area of the Husimi function in phase space
[32–34]. For any state, the Wehrl entropy provides an
upper bound to the von Neumann entropy, which is sat-
urated only for the case of a coherent state [30, 35].

The paper is organized as follows. In Sec. II, we present
the framework for describing spin systems in phase space.
We do so using two equivalent approaches, one based on
spin coherent states and the other based on the Schwinger
mapping to bosonic systems. We thus obtain two defini-
tions for the Husimi function and for the corresponding
Wehrl entropy. In Sec. III, we study the Wehrl entropy
production for the dephasing channel and also discuss, as
an application, the dynamics of a spin 1/2 in a rotating
magnetic field. In Sec. IV, we apply our formalism to
the finite-temperature amplitude damping channel and
give general expressions for the Wehrl entropy produc-
tion rate and entropy flux rate, which are valid for any
temperature and spin number. We also show the relation
between the Wehrl entropy flux rate and the energy flux
rate. Explicit results for the spin-1/2 case are given as
well. In Sec. V, we apply these results to the problems
of spontaneous emission, thermal quenches, and a spin
1/2 in an oscillating magnetic field. Finally, in Sec. VD,
we study the entropy production of a two-level system
interacting with a single-photon pulse. The conclusions
are summarized in Sec. VI.

II. SPIN PHASE SPACE DYNAMICS

A. Spin coherent state representation

In this paper, we shall focus on a single spin J with
spin operators Jx, Jy, and Jz. Instead of working with
the density matrix, we approach this problem from a
phase-space perspective. The natural phase-space repre-
sentation for spin systems is through spin coherent states,
which are defined as [36]

|⌦i = e�i�Jze�i✓Jye�i Jz |J, Ji, (5)

where |J, Ji is the angular momentum state with largest
quantum number of Jz, and (✓,�, ) are Euler angles.
The angle  is not actually necessary and is placed here
only for the sake of completeness.
We may define, as a phase-space distribution for this

spin system, the Husimi-Q function,

Q(⌦) = h⌦|⇢|⌦i. (6)

In phase space, the dynamics of Eq. (2) can be recast
into the Fokker-Planck equation for Q,

@tQ = U(Q) +D(Q), (7)

where U accounts for the unitary part of the evolution
and D for the dissipator. The phase-space di↵erential
operators U(Q) and D(Q) may then be obtained from
standard operator correspondence tables. The most in-
teresting correspondences are those concerning commu-
tators of the spin operators Ji, which translate into the
usual orbital angular momentum operators:

[J
+

, ⇢] ! J
+

(Q) = ei�(@✓ + i cot ✓@�)Q, (8)

[J�, ⇢] ! J�(Q) = �e�i�(@✓ � i cot ✓@�)Q, (9)

[Jz, ⇢] ! Jz(Q) = �i
@

@�
Q. (10)

B. Takahashi-Shibata-Schwinger representation

Working with spin coherent states can eventually be
cumbersome as they do not have the simplicity of stan-
dard coherent states. Here we shall also use a di↵erent
approach put forth by Takahashi and Shibata [37], which
consists of first using the Schwinger operators to map the
spin operators into two bosonic modes and then defining
standard phase-space measures using bosonic coherent
states. We shall thus refer to this as the Takahashi-
Shibata-Schwinger (TSS) approach. This method gives
the same result that would be obtained without resorting
to the mapping, but considerably simplifies the formal
approach to the problem.
We thus proceed by implementing Schwinger’s map

that transforms the spin operators into two bosonic op-
erators a and b according to

Jz =
1

2
(a†a� b†b), J

+

= (J�)
† = a†b. (11)
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To fix the total spin J , we impose to work on the re-
stricted subspace where na + nb = 2J , with na,b the
expectation value of the number operators for the two
Schwinger modes. We now introduce standard bosonic
coherent states |ci = |↵,�i of such modes and define the
corresponding Husimi-Q function as

Q(↵,�) =
1

⇡2

h↵,�|⇢|↵,�i. (12)

This Husimi function will also satisfy a quantum Fokker-
Planck equation of the form (7). The correspondence
table (8)–(10) now becomes

[J
+

, ⇢] ! J
+

(Q) = (↵⇤@�⇤ � �@↵)Q, (13)

[J�, ⇢] ! J�(Q) = (�⇤@↵⇤ � ↵@�)Q, (14)

[Jz, ⇢] ! Jz(Q) =
1

2
(↵⇤@↵⇤ + �@� � c.c)Q. (15)

For a single spin-1/2 system, the most general density
matrix may be written as

⇢ =
1

2
(1 + ⌧ · �), (16)

where �i are the Pauli matrices and ⌧i = tr(⇢�i). In this
case, it follows that the corresponding Husimi-Q function
is given by the particularly simple form [38]

Q(↵,�) =
e�c†c

⇡2

c†
(1 + ⌧ · �)

2
c, (17)

where c = (↵,�) is to be interpreted as a two-component
spinor. For an arbitrary spin, we write instead

Q(↵,�) =
e�c†c

⇡2

V (↵,�), (18)

where

V (↵,�) =
X

m,m0

⇢m,m0(↵⇤)J+m(�⇤)J�m↵J+m0
�J�m0

p
(J +m)!(J �m)!(J +m0)!(J �m0)!

.

(19)
One may verify that V (↵,�) is a homogeneous function
of degree 2J in ↵ and �. Thus, using Euler’s theorem for
homogeneous functions, we find that

(↵@↵ + �@�)V (↵,�) = 2JV (↵,�) (20)

with an identical equation for ↵⇤ and �⇤.

C. Relation between the two approaches

Equation (18) can be related to the spin coherent state
function in Eq. (6) as follows. Define the angle-action
variables I, ✓, �, and  according to

↵ =
p
I cos

✓

2
e�i(�+ )/2, � =

p
I sin

✓

2
ei(�� )/2.

(21)

The integration measure changes as

d2↵ d2� =
1

8
I dI d d⌦. (22)

After integrating over  , we obtain

d2↵ d2� =
⇡

4
I dI d⌦, (23)

where d⌦ = sin ✓ d✓ d�. One may then verify that the
Husimi functions (18) and (6) are related by

Q(↵,�) =
e�II2J

⇡2(2J)!
Q(⌦). (24)

Thus, one may move back and forth between the two
representations based on convenience. Comparing this
result with Eq. (18) also allows us to identify the relation

V (↵,�) =
I2J

(2J)!
Q(⌦). (25)

D. Wehrl entropy

The entropy associated to the Husimi function is
known as the Wehrl entropy [28, 29, 32, 39–42],

S = � (2J + 1)

4⇡

Z
d⌦ Q(⌦) lnQ(⌦), (26)

where the constant (2J+1)/4⇡ has been introduced only
for convenience.
In the TSS representation, the Wehrl entropy may be

written as

S = �
Z

d2↵ d2� Q(↵,�) lnQ(↵,�). (27)

where both integrals are over the entire complex plane.
The definitions (26) and (27) are not identical, but di↵er
by an additive constant. However, in view of Eq. (1), we
will only be interested in the general rate of change of
the entropy so we shall not di↵erentiate between the two
definitions.
Unlike the von Neumann entropy, the Wehrl entropy

can be a↵ected by unitary transformations. This is re-
lated to the coarse-graining aspect of the Husimi func-
tion. Hamiltonians which are linear in Ji do not a↵ect
S, but in general nonlinear Hamiltonians do [40]. Which
classes of Hamiltonians a↵ect the unitary part is still an
open question [29]. Here we shall not consider this uni-
tary contribution, as it simply adds a new term to dS/ dt,
but rather concentrate on the dissipative contribution to
dS/ dt, which from Eq. (7) is found to be

dS

dt

�����
diss

= � (2J + 1)

4⇡

Z
d⌦ D(Q) lnQ. (28)

The goal is to separate this in the form of Eq. (1), i.e.,
to identify terms that can be interpreted as an entropy
production rate ⇧ and an entropy flux rate �.
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E. Information-theoretic aspects of the Wehrl
entropy

The Wehrl entropy has long been used as an
information-theoretic tool when dealing with coherent
states. Perhaps the most well-developed approach is
that of Refs. [32, 33], where the authors presented an
operational interpretation of S in terms of phase-space
measurements subject to an additional filtering device
(called quantum ruler) that coarse grains the knowledge
acquired in the measurement. This then leads to the so-
called sampling entropies, with the Wehrl entropy repre-
senting a special example for the case where the quantum
ruler is a coherent state. Other operational uses of the
Wehrl entropy include nontrivial measures of uncertainty
[39, 40], measures of localization [42], and its relation to
quantum chaos [41, 43].

III. DEPHASING CHANNEL

A. General formulation

As a first example, we consider the dephasing channel
with Lindblad operator

D(⇢) = ��

2
[Jz, [Jz, ⇢]]. (29)

This channel does not induce any population changes in
the Jz basis, but only causes a loss of coherence. The
corresponding phase-space dissipator is simply

D(Q) = ��

2
Jz(Jz(Q)), (30)

where Jz(Q) is given in Eq. (10).
By replacing this in Eq. (28) and integrating by parts,

we arrive at

dS

dt
= ⇧ =

�

2

✓
2J + 1

4⇡

◆Z
d⌦

|Jz(Q)|2

Q , (31)

which has the typical form of an entropy production [10,
44–46]: It is always non-negative and zero i↵ Jz(Q) = 0.
This occurs only when Q is independent of the azimuthal
angle �, which is the phase-space analog of requesting
that ⇢ is diagonal in the Jz basis. Hence, this result
establishes Jz(Q) as the current associated with the loss
of coherence in the Jz basis.

Equation (31) also shows that a dephasing bath has no
associated entropy flux. This also appears in the context
of the von Neumann entropy production and the Wigner
entropy production for bosonic modes [10]. Moreover,
it also agrees with the definition of dephasing as a uni-
tal map, for which the entropy can only increase [47]
(whereas ⇧ � 0, the sign of � is in general arbitrary and
thus may lead to a reduction in the entropy. But when
� = 0, we ensure that the entropy can never decrease).
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FIG. 1. The entropy production rate contribution of the
dephasing bath for a spin-1/2 particle, as a function of ⌧ . In
red we show the von Neumann entropy production rate, given
by Eq. (34), and in black the corresponding Wehrl entropy
production rate, given by Eq. (32). The curves were computed
assuming ⌧

2
x

+ ⌧

2
y

= ⌧

2. The von Neumann measure diverges
for a pure state (⌧ ! 1), whereas the Wehrl measure remains
finite.

B. Spin-1/2 case

We can find an explicit formula for the integral (31)
in the case of spin-1/2 particles [cf. Eqs. (16) and (17)];
viz,

⇧ =
�

4
(⌧2x + ⌧2y )

⇢
⌧ � (1� ⌧2) tanh�1(⌧)

⌧3

�
, (32)

where ⌧ =
q

⌧2x + ⌧2y + ⌧2z . For a pure state (⌧ ! 1), we

get the particularly simple result

⇧ =
�

4
(⌧2x + ⌧2y ) =

�

4
sin2 ✓. (33)

We can also compare this with the von Neumann for-
mulation in Eq. (3). For the case of a dephasing bath,
given by Eq. (29), the target state ⇢⇤ will be any diagonal
state in the Jz basis. The entropy production given by
Eq. (3) is then readily found to be

⇧
vN

=
�

2
(⌧2x + ⌧2y )

tanh�1(⌧)

⌧
. (34)

A comparison of this result for the case where ⌧2x + ⌧2y =
⌧2 is shown in Fig. 1. As it can be seen, both the Wehrl
and the von Neumann entropy productions behave in a
similar way. However, as the system approaches a pure
state (⌧ ! 1), the von Neumann entropy production di-
verges, whereas the Wehrl entropy production rate re-
mains finite.

C. Application: spin in a rotating magnetic field

As an example, let us consider a spin-1/2 particle in
the presence of a rotating magnetic field. We take the
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assuming ⌧
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2. The von Neumann measure diverges
for a pure state (⌧ ! 1), whereas the Wehrl measure remains
finite.

B. Spin-1/2 case

We can find an explicit formula for the integral (31)
in the case of spin-1/2 particles [cf. Eqs. (16) and (17)];
viz,

⇧ =
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4
(⌧2x + ⌧2y )

⇢
⌧ � (1� ⌧2) tanh�1(⌧)

⌧3

�
, (32)

where ⌧ =
q

⌧2x + ⌧2y + ⌧2z . For a pure state (⌧ ! 1), we

get the particularly simple result

⇧ =
�

4
(⌧2x + ⌧2y ) =

�

4
sin2 ✓. (33)

We can also compare this with the von Neumann for-
mulation in Eq. (3). For the case of a dephasing bath,
given by Eq. (29), the target state ⇢⇤ will be any diagonal
state in the Jz basis. The entropy production given by
Eq. (3) is then readily found to be

⇧
vN

=
�

2
(⌧2x + ⌧2y )

tanh�1(⌧)

⌧
. (34)

A comparison of this result for the case where ⌧2x + ⌧2y =
⌧2 is shown in Fig. 1. As it can be seen, both the Wehrl
and the von Neumann entropy productions behave in a
similar way. However, as the system approaches a pure
state (⌧ ! 1), the von Neumann entropy production di-
verges, whereas the Wehrl entropy production rate re-
mains finite.

C. Application: spin in a rotating magnetic field

As an example, let us consider a spin-1/2 particle in
the presence of a rotating magnetic field. We take the
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E. Information-theoretic aspects of the Wehrl
entropy

The Wehrl entropy has long been used as an
information-theoretic tool when dealing with coherent
states. Perhaps the most well-developed approach is
that of Refs. [32, 33], where the authors presented an
operational interpretation of S in terms of phase-space
measurements subject to an additional filtering device
(called quantum ruler) that coarse grains the knowledge
acquired in the measurement. This then leads to the so-
called sampling entropies, with the Wehrl entropy repre-
senting a special example for the case where the quantum
ruler is a coherent state. Other operational uses of the
Wehrl entropy include nontrivial measures of uncertainty
[39, 40], measures of localization [42], and its relation to
quantum chaos [41, 43].

III. DEPHASING CHANNEL

A. General formulation

As a first example, we consider the dephasing channel
with Lindblad operator

D(⇢) = ��

2
[Jz, [Jz, ⇢]]. (29)

This channel does not induce any population changes in
the Jz basis, but only causes a loss of coherence. The
corresponding phase-space dissipator is simply

D(Q) = ��

2
Jz(Jz(Q)), (30)

where Jz(Q) is given in Eq. (10).
By replacing this in Eq. (28) and integrating by parts,

we arrive at

dS

dt
= ⇧ =

�

2

✓
2J + 1

4⇡

◆Z
d⌦

|Jz(Q)|2

Q , (31)

which has the typical form of an entropy production [10,
44–46]: It is always non-negative and zero i↵ Jz(Q) = 0.
This occurs only when Q is independent of the azimuthal
angle �, which is the phase-space analog of requesting
that ⇢ is diagonal in the Jz basis. Hence, this result
establishes Jz(Q) as the current associated with the loss
of coherence in the Jz basis.

Equation (31) also shows that a dephasing bath has no
associated entropy flux. This also appears in the context
of the von Neumann entropy production and the Wigner
entropy production for bosonic modes [10]. Moreover,
it also agrees with the definition of dephasing as a uni-
tal map, for which the entropy can only increase [47]
(whereas ⇧ � 0, the sign of � is in general arbitrary and
thus may lead to a reduction in the entropy. But when
� = 0, we ensure that the entropy can never decrease).
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for a pure state (⌧ ! 1), whereas the Wehrl measure remains
finite.
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in the case of spin-1/2 particles [cf. Eqs. (16) and (17)];
viz,
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We can also compare this with the von Neumann for-
mulation in Eq. (3). For the case of a dephasing bath,
given by Eq. (29), the target state ⇢⇤ will be any diagonal
state in the Jz basis. The entropy production given by
Eq. (3) is then readily found to be

⇧
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tanh�1(⌧)
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. (34)

A comparison of this result for the case where ⌧2x + ⌧2y =
⌧2 is shown in Fig. 1. As it can be seen, both the Wehrl
and the von Neumann entropy productions behave in a
similar way. However, as the system approaches a pure
state (⌧ ! 1), the von Neumann entropy production di-
verges, whereas the Wehrl entropy production rate re-
mains finite.

C. Application: spin in a rotating magnetic field

As an example, let us consider a spin-1/2 particle in
the presence of a rotating magnetic field. We take the
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which has the typical form of an entropy production [10,
44–46]: It is always non-negative and zero i↵ Jz(Q) = 0.
This occurs only when Q is independent of the azimuthal
angle �, which is the phase-space analog of requesting
that ⇢ is diagonal in the Jz basis. Hence, this result
establishes Jz(Q) as the current associated with the loss
of coherence in the Jz basis.

Equation (31) also shows that a dephasing bath has no
associated entropy flux. This also appears in the context
of the von Neumann entropy production and the Wigner
entropy production for bosonic modes [10]. Moreover,
it also agrees with the definition of dephasing as a uni-
tal map, for which the entropy can only increase [47]
(whereas ⇧ � 0, the sign of � is in general arbitrary and
thus may lead to a reduction in the entropy. But when
� = 0, we ensure that the entropy can never decrease).
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B. Spin-1/2 case

We can find an explicit formula for the integral (31)
in the case of spin-1/2 particles [cf. Eqs. (16) and (17)];
viz,
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We can also compare this with the von Neumann for-
mulation in Eq. (3). For the case of a dephasing bath,
given by Eq. (29), the target state ⇢⇤ will be any diagonal
state in the Jz basis. The entropy production given by
Eq. (3) is then readily found to be

⇧
vN

=
�

2
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A comparison of this result for the case where ⌧2x + ⌧2y =
⌧2 is shown in Fig. 1. As it can be seen, both the Wehrl
and the von Neumann entropy productions behave in a
similar way. However, as the system approaches a pure
state (⌧ ! 1), the von Neumann entropy production di-
verges, whereas the Wehrl entropy production rate re-
mains finite.

C. Application: spin in a rotating magnetic field

As an example, let us consider a spin-1/2 particle in
the presence of a rotating magnetic field. We take the
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We can also compare this with the von Neumann for-
mulation in Eq. (3). For the case of a dephasing bath,
given by Eq. (29), the target state ⇢⇤ will be any diagonal
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Eq. (3) is then readily found to be
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A comparison of this result for the case where ⌧2x + ⌧2y =
⌧2 is shown in Fig. 1. As it can be seen, both the Wehrl
and the von Neumann entropy productions behave in a
similar way. However, as the system approaches a pure
state (⌧ ! 1), the von Neumann entropy production di-
verges, whereas the Wehrl entropy production rate re-
mains finite.

C. Application: spin in a rotating magnetic field

As an example, let us consider a spin-1/2 particle in
the presence of a rotating magnetic field. We take the
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system Hamiltonian to be

H(t) = �b
0

2
�z �

b
1

2
(�x cos(!t) + �y sin(!t)), (35)

and assume that the system is also subject to the dephas-
ing dissipator (29).

The trajectory of the system in the Bloch sphere is
shown in Fig. 2, together with a comparison of the Wehrl
and von Neumann entropy production rates. As can be
appreciated, the Wehrl entropy production rate is capa-
ble of capturing the same features as its von Neumann
counterpart, but remains finite throughout the motion.

|z+i

|x+i

|x�i

|z�i
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0
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�t

⇧
/
�

Wehrl

von Neumann

FIG. 2. Evolution of a spin-1/2 particle under a time-
dependent magnetic field [Eq. (35)] and a dephasing bath
[Eq. (29)]. Left: trajectory in the Bloch sphere. Right: Wehrl
and von Neumann entropy production rates. We assume the
system initially starts in the state |x�i = (|z+i � |z�i)/

p
2

(with �

z

|z±i = ±|z±i). The chosen parameters were b0/� =
5, b1/� = 1, and !/� = 1.

IV. AMPLITUDE DAMPING

A. Dissipator and relevant currents

Next we consider the amplitude damping dissipator,
which we define as

D(⇢) = �(n̄+ 1) [J�⇢J+ � {J
+

J�, ⇢}/2]
+ �n̄ [J

+

⇢J� � {J�J+, ⇢}/2] ,
(36)

where n̄ is the mean number of excitations in the envi-
ronment. This dissipator targets the thermal Gibbs state
e��H/ tr[e��H ] of the Hamiltonian H = !Jz, provided
n̄ = (e�! � 1)�1. When T ! 0, this state becomes the
“south-pole” state |J,�Ji when ! > 0, and the “north-
pole” state |J, Ji when ! < 0.
It is convenient to define the superoperator

f(⇢) = (n̄+ 1)⇢J
+

� n̄J
+

⇢ (37)

with which Eq. (36) can be written as

D(⇢) =
�

2

�
[J�, f(⇢)]� [J

+

, f†(⇢)]
 
. (38)

The super-operator f(⇢) represents a current operator
for the density matrix, in the sense that Eq. (38) takes
the form of a continuity equation. Moreover, one may
verify that f(e��H) = 0, which allows us to interpret the
stationary state as the one for which the current is itself
zero. Moving to phase space, we have

D(Q) =
�

2

⇢
J�(f(Q))� J

+

(f⇤(Q))

�
, (39)

where

f(Q) =
1

2


2JQ�Jz(Q)

�
ei� sin ✓+

1

2


cos ✓�(2n̄+1)

�
J
+

(Q),

(40)
[see Eqs. (8) and (9) for the definition of the current
operators Ji]. Alternatively, in terms of the TSS bosonic
representation, the current f becomes

f(Q) =


↵⇤� + (n̄+ 1)�@↵ � n̄↵⇤@�⇤

�
Q (41)

B. Identification of the entropy production rate

To separate dS/ dt into the form stated in Eq. (1), we
recast all phase-space variables in terms of the relevant
current in the problem, which in this case is f(Q). One
then notes that following standard thermodynamic argu-
ments, the entropy production should be an even func-
tion of the relevant currents, whereas the entropy flux
rate should be odd [48].

It is more convenient to use Eq. (18) in order to ex-
press Q in terms of the function V since, it turns out,
most di↵erential operators act trivially on the exponen-
tial prefactor e�c†c. The dissipator then becomes

D(Q) =
�

2

e�c†c

⇡2

[J�(f(V ))� J
+

(f⇤(V ))] , (42)

where

f(V ) = [(n̄+ 1)�@↵ � n̄↵⇤@�⇤ ]V. (43)

Inserting these currents into Eq. (28), integrating by
parts, and writing everything in terms of V quantities,
we get

dS

dt

����
diss

=
�

2

Z
dc

V

e�c†c

⇡2

[f(V )J�(V )� f(V )⇤J
+

(V )] .

(44)
where
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3

system to be always stable, in such a way that a unique
non-equilibrium steady state, described by the station-
ary covariance matrix �

s

such that A�
s

+�
s

AT = �D, is
eventually attained.

The open dynamics can be described in terms of
Fokker-Plank equations for the Wigner function of the
joint system and, provided that the symmetry of the
variables under time-reversal is explicitly taken into ac-
count [24–26], san analytical expression for ⇧

s

can be de-
rived starting from Eq. (2). Explicit calculations shown
in Appendix B lead to the following simple expression for
the stationary rate of entropy production

⇧
s

= 2
a

✓ hq̂2

a

i
s

+ hp̂2

a

i
s

2N
a

+ 1
� 1

◆
+2

b

✓ hq̂2

b

i
s

+ hp̂2

b

i
s

2N
b

+ 1
� 1

◆
,

(6)
where h · i

s

specifies that the expectation values are taken
at the stationary state. Since the first (second) term
depends only on quantities labeled by a (b) we dub it
contribution a (b) to the entropy production rate and
call it µ

a

(µ
b

). We thus have

µ
k

= 2
k

✓
N

k,s

+ 1/2

N
k

+ 1/2
� 1

◆
, (k = a, b) (7)

where we set N
a,s

= hâ†âi
s

and N
a

= hâ†âi
eq

, and simi-
larly for µ

b

. The main feature of Eq. (7) is that it links
the irreversibility generated by the stationary process to
the change in the amount of excitations carried by each
oscillator with respect to the equilibrium value, thus ex-
pressing production of entropy in very simple terms.

If the system is noninteracting, each oscillator equili-
brates with its own bath and from Eq. (7) we see that ⇧

s

identically vanishes. Second, as ⇧
s

= µ
a

+ µ
b

� 0, from
Eq. (7) we conclude that no process leading at the same
time to N

a,s

< N
a

and N
b,s

< N
b

can occur: the ther-
modynamic arrow of time is translated in a constraint on
the final occupations of the two oscillators. An instance
of forbidden process is sketched in Fig. 1 (a). However,
nothing prevents a local reduction of entropy, e.g. µ

b

< 0
as shown in panel (b), as long as it is (over)compensated
by an increase of the other contribution µ

a

> �µ
b

. Such
condition entails N

b,s

< N
b

and thus corresponds to the
cooling one oscillator assisted by the interaction. This
also implies that, singularly taken, neither µ

a

nor µ
b

can
be interpreted as an entropy production.

Looking at Eq. (6) we notice that there is no explicit
dependence of ⇧

s

on the o↵-diagonal elements of the co-
variance matrix. Correlations between the two modes
are hidden in the full expression of the expectation val-
ues. It would be desirable to have an alternative form for
µ

a,b

, where the role of the correlations established at the
steady state is made explicit. Such an expression can ac-
tually be derived (calculations are reported in Appendix
C) and is given by

µ
a

=
G

N
a

+ 1/2
hp̂

a

q̂
b

i
s

, µ
b

=
G

N
b

+ 1/2
hq̂

a

p̂
b

i
s

, (8)
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N
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N
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N
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N
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N
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N
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â
b̂

â

b̂G

G

FIG. 1. The oscillators corresponding to modes â (blue) and
b̂ (yellow) are initially in thermal equilibrium with a num-
ber of excitations Na and Nb, respectively (dashed circles).
By switching on the coupling G they reach a stationary state
characterized by occupations Na,s and Nb,s (full circles). (a):
Example of a forbidden stationary process where both occu-
pations decrease with respect their equilibrium values, thus
leading to ⇧

s

< 0. (b): Entropy can still locally decrease
(µb < 0) as a consequence of a reduction in the excitations
Nb,s < Nb, but this necessitates excitations to be accumulated
in mode â (darker blue circle).

where the we have hp̂
a

q̂
b

i
s

= [�
s

]
23

and hq̂
a

p̂
b

i
s

= [�
s

]
14

.
From Eq. (8), we explicitly see that ⇧

s

vanishes for
uncoupled systems, since each oscillator independently
equilibrates with its own bath. Eq. (8) links in a quanti-
tative way the irreversibility of the transformation with
some correlation function of the dynamical variables.
The link between the entropy production and the corre-
lations shared by the oscillators will be further explored
in Sec. III, where the amount of total and quantum cor-
relations is quantified.

II. ANALYSIS OF THE STATIONARY
ENTROPY PRODUCTION RATE

In this Section we give a full account of the behavior of
the stationary entropy production. For the sake of con-
venience, all the frequencies have been rescaled by !

b

, so
that we deal with dimensionless quantities. However, in
order to avoid redundancies, the rescaling will be omit-
ted and the same notation kept, except from the figures
and the related captions, where the relevant quantities
are explicitly shown in units of !

b

.
In Fig. 2 we show the stationary entropy production

rate ⇧
s

, together with its components µ
a,b

, against the
rescaled frequency !

a

. In panels (a)-(c) the reservoirs
are in the ground state (N

a

= N
b

= 0) and we see that
µ

a

and µ
b

are both positive and very similar (although
not equal). This is because the steady-state occupations
can only increase with respect to their initial value and,
by looking at Eq. (7), so must the entropy. If we then
consider some initial thermal occupation in one oscilla-
tor, as shown in Fig. 2 (d)-(f) for the case N

b

> 0, we
see that ⇧

s

⇡ µ
a

, featuring a distinctive peak at !
a

= 1.
Correspondingly, µ

b

displays a negative dip. The signifi-

For a single harmonic oscillator  
in a thermal bath:

Link to observables!
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FIG. 1. (a) The driven-dissipative system, consisting of the coupled
subsystems a and b, reaches a NESS with an associated entropy pro-
duction rate ⇧s and an entropy flux �s from the system to the en-
vironment. (b) Both systems can be modelled as two quantum har-
monic oscillators at frequencies !a and !b, linearly coupled with a
strength gab. Each oscillator is coupled to independent local baths
at temperature Ta and Tb, respectively. The corresponding coupling
rates are a and �b. The oscillators can be pumped by an external field
(purple and orange arrows in the figure). (c) Optomechanical setup:
a micro-mechanical oscillator (�q̂b) is coupled to the field mode of
an optical Fabry-Perot cavity (�q̂a). For this setup only the cavity is
pumped. (d) Cavity-BEC setup: the external degree of freedom of
a BEC (�q̂b) is coupled to the field mode of a cavity (�q̂a). For this
setup only the atoms are pumped. Red and blue wiggly lines indicate
heating or cooling of the subsystems via coupling to the baths. In
both setups the number of excitations in the optical bath is zero, i.e.
nTa = 0 .

the specific features of the two experimental platforms, which
are very di↵erent in nature despite the common description
provided here. As such, our results show how a key indica-
tor of irreversibility is fully within the grasp of dynamically
controlled quantum dynamics.

In cavity-OM systems, the cavity photon number is cou-
pled to the position of the mechanical oscillator [cf. Fig. 1(b)

and (c)]. Our specific implementation uses a Fabry-Perot cav-
ity. One of its mirrors is a doubly clamped, highly reflective,
mechanical cantilever. Radiation pressure couples the intra-
cavity photon number to the position of the cantilever. The
mechanical support of the cantilever provides a local heat bath
at room temperature. The optical cavity is driven by a laser
that is red-detuned by the mechanical frequency from the op-
tical cavity resonance. For a driving laser without classical
noise, the cavity mode is coupled to a zero-excitation heat
bath. We observe sideband cooling of the mechanical mo-
tion [17–20] and, for large drive powers, strong optomechani-
cal coupling [21–23]. To analyse the entropy production rate
of the cavity-OM system, we measure the light reflected o↵
the cavity via homodyne detection.

Also in the second implementation, the two coupled har-
monic oscillators correspond to a light field mode coupled to
a mechanical degree of freedom [cf. Fig 1(b) and (d)]. We
load a BEC into a high-finesse optical cavity and illuminate
the atoms with a standing-wave transverse laser field. Far-o↵
resonant scattering of photons from the laser field into a near-

!a/2⇡ a/2⇡ !b/2⇡ �b/2⇡ Tb Other
[MHz] [kHz] [kHz] [Hz] [K] parameters

cavity-OM 1.27815 435.849 1278.15 264.1 292 m = 176ng
cavity-BEC 15.13 1250 8.3 [25] 38 ⇥ 10�9 N = 105

TABLE I. Physical parameters for the two experimental setups. The
damping rate �b is constant in the cavity-OM experiment, while in
the cavity-BEC setup it depends on the actual working point (cf.
Ref. [25] for details). Here, m is the e↵ective mass of the mechanical
oscillator, and N is the number of 87Rb atoms in the BEC.

detuned, initially empty cavity field mode, couples the zero-
momentum mode of the BEC to an excited momentum mode.
The scattering process mediates e↵ective atom-atom interac-
tions, which are of long-range, since the photons are delocal-
ized in the cavity mode [16]. This interaction is tunable in
strength via the power of the transverse laser beam. The long-
range interaction can be brought to competition with the ki-
netic energy of the atoms, resulting in a structural phase tran-
sition [24]. In the spatially homogeneous phase, for increasing
interaction, the energy of the excited momentum mode soft-
ens, until at a critical interaction strength the system breaks a
discrete symmetry and the atoms arrange in a spatially modu-
lated density distribution. The equivalence of this system to a
Dicke model has been demonstrated in Ref. [15]. We measure
the cavity light field leaking through the mirrors with a het-
erodyne detection setup. The spectral analysis of this signal is
used to infer the diverging amount of atomic density fluctua-
tions accompanying the structural phase transition [24].

In both cases, the e↵ective interaction between the oscilla-
tors is obtained by a harmonic expansion of the field opera-
tors around their mean values, resulting in two linearly cou-
pled quantum oscillators [cf. Fig. 1(b)]. We denote with �q̂a,b
and � p̂a,b the position and momentum fluctuation operators
around the mean-field values of the two oscillators. In what
follows, a and b refer to the optical and mechanical/atomic os-
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(b)FIG. 2. Experimental density noise spectra. Panel (a): Density noise

spectrum (DNS) of the phase quadrature of the output cavity field,
attenuated before detection, for the cavity-OM setup. The jagged
blue curve refers to a value of the rescaled coupling gab/a = 0.49,
while the jagged light-blue curve to gab/a = 2.29. The fits of the
DNS are shown as smooth lines. Notice that the power spectrum is
originally dimensionless, and has been here converted to SI units for
uniformity of notation. Panel (b): DNS of the extra-cavity field for
the cavity-BEC system at a coupling (gab/gcr

ab)2 = 0.93. A fit of the
DNS is shown as a smooth line.
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I. STATEMENT OF THE PROBLEM

We consider a movable mirror in a Fabry-Perot cavity coupled via radiation pressure to the cavity field and in
contact with a heat bath at a temperature T . The mirror is modeled as a harmonic oscillator with frequency !,
dimensionless quadratures q and p. The Hamiltonian of the system is chosen to be

H =
~!
2

(p2 + q2) + ~(!
c

� gq)a†a + i~E(a†e�i!0t � aei!0t) (1)

where a† and a are the creation and annihilation operators of the cavity mode, with frequency !
c

. The coupling

between the cavity and the mirror is described by the parameter g = !c
L

q
~

m!

, where L is the length of the cavity

and m is the mass of the mirror. Finally, the last term in Eq. (1) describes the pumping process by an external laser
field at frequency !0. We have introduced the coupling rate E =

p
2P/~!0, where P is the laser power and  the

decay rate.
In the Heisenberg picture, we may write a system of coupled non-linear quantum Langevin equations for q, p and

a. By assuming a su�ciently large power P , we may linearise such equations by expanding each operator at first
order around its classical mean value. By focusing on the quadrature operators of the mirror and those of the cavity
�x = (�a† + �a)/

p
2 and �y = i(�a† � �a)/

p
2, we have

u̇(t) = Au + N(t) (2)

where u(t) = (�q, �p, �x, �y),

A =

0

B@

0 ! 0 0
�! �� G 0
0 0 � �
G 0 �� �

1

CA (3)

and

N(t) = (0, ⇠(t),
p

2xin,
p

2yin). (4)

The latter is a vector of noise terms. In these equations � is the damping constant of the mirror, � is the cavity
detuning and G =

p
2Eg/

p
2 + �2. System (2) is linear. Hence, its state will be Gaussian and thus entirely

determined by its first two statistical moments. The operators in u(t) correspond only to the quantum fluctuations
and hence have, by definition, zero mean. As for the second moments, we define the 4 ⇥ 4 covariance matrix � as

�
ij

(t) =
1

2
h{u

i

(t), u
j

(t)}i. (5)

It can be shown directly from Eq. (2) that � satisfies the Lyapunov equation

d�

dt
= A� + �AT + D, (6)

where D = diag(0, �(2n̄ + 1), , ) and n̄ = 1/[e~!/kBT � 1].
At t = 0 the cavity and mirror are uncoupled. The former is in a coherent state and the latter is in thermal

equilibrium with its heat bath. Hence the covariance matrix at t = 0 is

�0 = diag

✓
n̄ +

1

2
, n̄ +

1

2
,
1

2
,
1

2

◆
. (7)

The interaction is then turned on at t = 0, causing the system to evolve toward a non-equilibrium steady-state
(NESS). The covariance matrix �

s

of the NESS is a solution of Eq. (6) with d�
s

/ dt = 0:

A�
s

+ �
s

AT = �D (8)
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FIG. 10: Steady-state entropy production rate, Eq. (27) vs. � for di↵erent values of !.

For the present set of parameters it is possible to find a simpler formula that describes ⇧
s

for all values of � with
an accuracy of less than 0.1%. The formula is

⇧
s

' ⇧
a

:=
G2

�
�2 + 2

�

2� [! (�2 + 2) � �G2]

1

1 + �r
(31)

where

r =
(�2 + 2 � !2)2 + 42!2

2G2�!
(32)

The last term, 1/(1+�r) is negligible for most values of �. It only becomes important when � ! 0, where it ensures
that ⇧

a

tends to a finite value (as does ⇧
s

). In fact, when � ! 0 Eq. (31) tends to

⇧
a

(� ! 0) =
G42

�(2 + !2)2
(33)

The complete expression ⇧
s

also tends to this limit, provided we take only the term to first order in �/.

VI. DICKE MODEL

We have seen in the previous sections that the formalism outlined is not limited to the optomechanical setup. The
idea can be applied in principle to any physical situation in which the system can be described by linear quantum
Langevin equations for the quadrature operators, with a positive Wigner function. A suitable scenario in which this
happens is for example that of the Dicke model which describes the interaction of a system of N two level atoms
identically coupled to a cavity field mode. We will use the same notation and conventions used in [2], so we start with
the Hamiltonian of the Dicke model in the form

Ĥ = !0Ĵz

+ !â†â +
2�p
N

�
â + â†� (Ĵ

x

+ ⇣) (34)

where we have taken into account the possibility to have an explicit symmetry breaking field ⇣ 2 R. As usual we
have defined collective atomic angular momentum operators Ĵ

↵

(↵ = x, y, z) and bosonic field mode operators â and
â†. We can define the mean fields

hâi = ↵, hĴ�i = �, hĴ
z

i = w (35)
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FIG. 1. (a) The driven-dissipative system, consisting of the coupled
subsystems a and b, reaches a NESS with an associated entropy pro-
duction rate ⇧s and an entropy flux �s from the system to the en-
vironment. (b) Both systems can be modelled as two quantum har-
monic oscillators at frequencies !a and !b, linearly coupled with a
strength gab. Each oscillator is coupled to independent local baths
at temperature Ta and Tb, respectively. The corresponding coupling
rates are a and �b. The oscillators can be pumped by an external field
(purple and orange arrows in the figure). (c) Optomechanical setup:
a micro-mechanical oscillator (�q̂b) is coupled to the field mode of
an optical Fabry-Perot cavity (�q̂a). For this setup only the cavity is
pumped. (d) Cavity-BEC setup: the external degree of freedom of
a BEC (�q̂b) is coupled to the field mode of a cavity (�q̂a). For this
setup only the atoms are pumped. Red and blue wiggly lines indicate
heating or cooling of the subsystems via coupling to the baths. In
both setups the number of excitations in the optical bath is zero, i.e.
nTa = 0 .

the specific features of the two experimental platforms, which
are very di↵erent in nature despite the common description
provided here. As such, our results show how a key indica-
tor of irreversibility is fully within the grasp of dynamically
controlled quantum dynamics.

In cavity-OM systems, the cavity photon number is cou-
pled to the position of the mechanical oscillator [cf. Fig. 1(b)

and (c)]. Our specific implementation uses a Fabry-Perot cav-
ity. One of its mirrors is a doubly clamped, highly reflective,
mechanical cantilever. Radiation pressure couples the intra-
cavity photon number to the position of the cantilever. The
mechanical support of the cantilever provides a local heat bath
at room temperature. The optical cavity is driven by a laser
that is red-detuned by the mechanical frequency from the op-
tical cavity resonance. For a driving laser without classical
noise, the cavity mode is coupled to a zero-excitation heat
bath. We observe sideband cooling of the mechanical mo-
tion [17–20] and, for large drive powers, strong optomechani-
cal coupling [21–23]. To analyse the entropy production rate
of the cavity-OM system, we measure the light reflected o↵
the cavity via homodyne detection.

Also in the second implementation, the two coupled har-
monic oscillators correspond to a light field mode coupled to
a mechanical degree of freedom [cf. Fig 1(b) and (d)]. We
load a BEC into a high-finesse optical cavity and illuminate
the atoms with a standing-wave transverse laser field. Far-o↵
resonant scattering of photons from the laser field into a near-

!a/2⇡ a/2⇡ !b/2⇡ �b/2⇡ Tb Other
[MHz] [kHz] [kHz] [Hz] [K] parameters

cavity-OM 1.27815 435.849 1278.15 264.1 292 m = 176ng
cavity-BEC 15.13 1250 8.3 [25] 38 ⇥ 10�9 N = 105

TABLE I. Physical parameters for the two experimental setups. The
damping rate �b is constant in the cavity-OM experiment, while in
the cavity-BEC setup it depends on the actual working point (cf.
Ref. [25] for details). Here, m is the e↵ective mass of the mechanical
oscillator, and N is the number of 87Rb atoms in the BEC.

detuned, initially empty cavity field mode, couples the zero-
momentum mode of the BEC to an excited momentum mode.
The scattering process mediates e↵ective atom-atom interac-
tions, which are of long-range, since the photons are delocal-
ized in the cavity mode [16]. This interaction is tunable in
strength via the power of the transverse laser beam. The long-
range interaction can be brought to competition with the ki-
netic energy of the atoms, resulting in a structural phase tran-
sition [24]. In the spatially homogeneous phase, for increasing
interaction, the energy of the excited momentum mode soft-
ens, until at a critical interaction strength the system breaks a
discrete symmetry and the atoms arrange in a spatially modu-
lated density distribution. The equivalence of this system to a
Dicke model has been demonstrated in Ref. [15]. We measure
the cavity light field leaking through the mirrors with a het-
erodyne detection setup. The spectral analysis of this signal is
used to infer the diverging amount of atomic density fluctua-
tions accompanying the structural phase transition [24].

In both cases, the e↵ective interaction between the oscilla-
tors is obtained by a harmonic expansion of the field opera-
tors around their mean values, resulting in two linearly cou-
pled quantum oscillators [cf. Fig. 1(b)]. We denote with �q̂a,b
and � p̂a,b the position and momentum fluctuation operators
around the mean-field values of the two oscillators. In what
follows, a and b refer to the optical and mechanical/atomic os-
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(b)FIG. 2. Experimental density noise spectra. Panel (a): Density noise

spectrum (DNS) of the phase quadrature of the output cavity field,
attenuated before detection, for the cavity-OM setup. The jagged
blue curve refers to a value of the rescaled coupling gab/a = 0.49,
while the jagged light-blue curve to gab/a = 2.29. The fits of the
DNS are shown as smooth lines. Notice that the power spectrum is
originally dimensionless, and has been here converted to SI units for
uniformity of notation. Panel (b): DNS of the extra-cavity field for
the cavity-BEC system at a coupling (gab/gcr

ab)2 = 0.93. A fit of the
DNS is shown as a smooth line.
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FIG. 3. Experimental assessment of the irreversible entropy pro-
duction rate ⇧s at the NESS for (a) the cavity-OM system and (b)

the cavity BEC system. In the cavity-OM system, gab is twice the
standard optomechanical coupling rate [14, 25]. For the cavity-BEC
setup, the control parameter gab is renormalised with respect to the
critical parameter gcr

ab =
p

(2a + !2
a)!b/4!a. The insets show the be-

haviour of µb in each of the settings considered. In both panels, the
solid black lines show the theoretical predictions based on the values
given in Table I. The blue and red dots show the experimental data
for the cavity-OM and cavity-BEC experiment, respectively. In panel
(a), the vertical error bars report statistical errors extracted from the
fit, while the horizontal ones show experimental error on the values
of the parameter. In panel (b), the vertical and horizontal error bars
report the statistical errors from the fit and the determination of the
critical point, respectively [24].

In the cavity-BEC setup, the cavity field is considerably less
populated than the atomic mode. Finally, the mechanical bath
is at room temperature, while the temperature of the atomic
reservoir is below the condensation point and in the nK range
(cf. Table I). This highlights and reinforces the diversity of
the experimental platforms that we have addressed within a
unique framework for the quantification of irreversible en-
tropy.

Following the technical approach illustrated in Refs. [11–
13] and sketched in [25], we have separately reconstructed
the two terms µa and µb that determine quantitatively ⇧s.
Fig. 3 displays the experimental data together with the the-
oretical model, demonstrating a very good quantitative agree-

ment. Besides the influences of the environments, the entropy
production rates depends on the interplay between the mutual
dynamics of the oscillators. For the cavity-OM system, the
contribution to ⇧s we observe from the mechanical oscillator
is much smaller than the one coming from the optical field.
On the contrary, µa ' µb in the atomic setup. For each of
the two experiments ⇧s is positive, in agreement with the sec-
ond law. In the cavity-OM setup, µa is an increasing function
of the coupling: the stronger the pump, the further the sys-
tem operates away from thermal equilibrium and the more en-
tropy is generated. At the same time, µb takes negative values,
whose magnitude increases for increasing values of gab. This
is legitimate as µb is not per se an entropy production rate
but represents an individual flux, which can thus take nega-
tive values (while µa + µb has to be positive). The observed
behaviour of µb is a signature of optomechanical cooling: its
growth, in absolute value, with gab shows the increase of the
entropy flow from the mechanical resonator to the cavity field,
corresponding to lowering of the e↵ective temperature of the
resonator. As for the cavity-BEC system, the divergent be-
haviour of the entropy production rate at the critical point re-
flects the occurrence of the structural phase transition: at gcr

ab,
the known divergence of the populations of the two oscilla-
tors at the steady-state [33] results in the singularity of both
µa and µb separately. The irreversible entropy production rate
thus diverges at criticality.

We have experimentally determined the entropy production
rate, a key indicator of irreversibility, in driven-dissipative
quantum systems operating at the steady-state. The two exper-
imental setups, being instances of mesoscopic systems under-
going quantum dynamics, allowed us to link the phenomenol-
ogy of the entropy production rate to the salient features of
their physics. We have thus assessed architectures that could
embody the building blocks of a generation of future thermo-
dynamic machines working out of equilibrium, and thus sub-
jected to irreversible processes. For such devices, the quantifi-
cation of irreversibility will be very relevant for the character-
isation of their e�ciency, as it will provide useful information
to design protocols able to quench it, thus optimising their
working principles.
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FIG. 1. (a) The driven-dissipative system, consisting of the coupled
subsystems a and b, reaches a NESS with an associated entropy pro-
duction rate ⇧s and an entropy flux �s from the system to the en-
vironment. (b) Both systems can be modelled as two quantum har-
monic oscillators at frequencies !a and !b, linearly coupled with a
strength gab. Each oscillator is coupled to independent local baths
at temperature Ta and Tb, respectively. The corresponding coupling
rates are a and �b. The oscillators can be pumped by an external field
(purple and orange arrows in the figure). (c) Optomechanical setup:
a micro-mechanical oscillator (�q̂b) is coupled to the field mode of
an optical Fabry-Perot cavity (�q̂a). For this setup only the cavity is
pumped. (d) Cavity-BEC setup: the external degree of freedom of
a BEC (�q̂b) is coupled to the field mode of a cavity (�q̂a). For this
setup only the atoms are pumped. Red and blue wiggly lines indicate
heating or cooling of the subsystems via coupling to the baths. In
both setups the number of excitations in the optical bath is zero, i.e.
nTa = 0 .

the specific features of the two experimental platforms, which
are very di↵erent in nature despite the common description
provided here. As such, our results show how a key indica-
tor of irreversibility is fully within the grasp of dynamically
controlled quantum dynamics.

In cavity-OM systems, the cavity photon number is cou-
pled to the position of the mechanical oscillator [cf. Fig. 1(b)

and (c)]. Our specific implementation uses a Fabry-Perot cav-
ity. One of its mirrors is a doubly clamped, highly reflective,
mechanical cantilever. Radiation pressure couples the intra-
cavity photon number to the position of the cantilever. The
mechanical support of the cantilever provides a local heat bath
at room temperature. The optical cavity is driven by a laser
that is red-detuned by the mechanical frequency from the op-
tical cavity resonance. For a driving laser without classical
noise, the cavity mode is coupled to a zero-excitation heat
bath. We observe sideband cooling of the mechanical mo-
tion [17–20] and, for large drive powers, strong optomechani-
cal coupling [21–23]. To analyse the entropy production rate
of the cavity-OM system, we measure the light reflected o↵
the cavity via homodyne detection.

Also in the second implementation, the two coupled har-
monic oscillators correspond to a light field mode coupled to
a mechanical degree of freedom [cf. Fig 1(b) and (d)]. We
load a BEC into a high-finesse optical cavity and illuminate
the atoms with a standing-wave transverse laser field. Far-o↵
resonant scattering of photons from the laser field into a near-

!a/2⇡ a/2⇡ !b/2⇡ �b/2⇡ Tb Other
[MHz] [kHz] [kHz] [Hz] [K] parameters

cavity-OM 1.27815 435.849 1278.15 264.1 292 m = 176ng
cavity-BEC 15.13 1250 8.3 [25] 38 ⇥ 10�9 N = 105

TABLE I. Physical parameters for the two experimental setups. The
damping rate �b is constant in the cavity-OM experiment, while in
the cavity-BEC setup it depends on the actual working point (cf.
Ref. [25] for details). Here, m is the e↵ective mass of the mechanical
oscillator, and N is the number of 87Rb atoms in the BEC.

detuned, initially empty cavity field mode, couples the zero-
momentum mode of the BEC to an excited momentum mode.
The scattering process mediates e↵ective atom-atom interac-
tions, which are of long-range, since the photons are delocal-
ized in the cavity mode [16]. This interaction is tunable in
strength via the power of the transverse laser beam. The long-
range interaction can be brought to competition with the ki-
netic energy of the atoms, resulting in a structural phase tran-
sition [24]. In the spatially homogeneous phase, for increasing
interaction, the energy of the excited momentum mode soft-
ens, until at a critical interaction strength the system breaks a
discrete symmetry and the atoms arrange in a spatially modu-
lated density distribution. The equivalence of this system to a
Dicke model has been demonstrated in Ref. [15]. We measure
the cavity light field leaking through the mirrors with a het-
erodyne detection setup. The spectral analysis of this signal is
used to infer the diverging amount of atomic density fluctua-
tions accompanying the structural phase transition [24].

In both cases, the e↵ective interaction between the oscilla-
tors is obtained by a harmonic expansion of the field opera-
tors around their mean values, resulting in two linearly cou-
pled quantum oscillators [cf. Fig. 1(b)]. We denote with �q̂a,b
and � p̂a,b the position and momentum fluctuation operators
around the mean-field values of the two oscillators. In what
follows, a and b refer to the optical and mechanical/atomic os-
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(b)FIG. 2. Experimental density noise spectra. Panel (a): Density noise

spectrum (DNS) of the phase quadrature of the output cavity field,
attenuated before detection, for the cavity-OM setup. The jagged
blue curve refers to a value of the rescaled coupling gab/a = 0.49,
while the jagged light-blue curve to gab/a = 2.29. The fits of the
DNS are shown as smooth lines. Notice that the power spectrum is
originally dimensionless, and has been here converted to SI units for
uniformity of notation. Panel (b): DNS of the extra-cavity field for
the cavity-BEC system at a coupling (gab/gcr

ab)2 = 0.93. A fit of the
DNS is shown as a smooth line.
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duction rate ⇧s and an entropy flux �s from the system to the en-
vironment. (b) Both systems can be modelled as two quantum har-
monic oscillators at frequencies !a and !b, linearly coupled with a
strength gab. Each oscillator is coupled to independent local baths
at temperature Ta and Tb, respectively. The corresponding coupling
rates are a and �b. The oscillators can be pumped by an external field
(purple and orange arrows in the figure). (c) Optomechanical setup:
a micro-mechanical oscillator (�q̂b) is coupled to the field mode of
an optical Fabry-Perot cavity (�q̂a). For this setup only the cavity is
pumped. (d) Cavity-BEC setup: the external degree of freedom of
a BEC (�q̂b) is coupled to the field mode of a cavity (�q̂a). For this
setup only the atoms are pumped. Red and blue wiggly lines indicate
heating or cooling of the subsystems via coupling to the baths. In
both setups the number of excitations in the optical bath is zero, i.e.
nTa = 0 .

the specific features of the two experimental platforms, which
are very di↵erent in nature despite the common description
provided here. As such, our results show how a key indica-
tor of irreversibility is fully within the grasp of dynamically
controlled quantum dynamics.

In cavity-OM systems, the cavity photon number is cou-
pled to the position of the mechanical oscillator [cf. Fig. 1(b)

and (c)]. Our specific implementation uses a Fabry-Perot cav-
ity. One of its mirrors is a doubly clamped, highly reflective,
mechanical cantilever. Radiation pressure couples the intra-
cavity photon number to the position of the cantilever. The
mechanical support of the cantilever provides a local heat bath
at room temperature. The optical cavity is driven by a laser
that is red-detuned by the mechanical frequency from the op-
tical cavity resonance. For a driving laser without classical
noise, the cavity mode is coupled to a zero-excitation heat
bath. We observe sideband cooling of the mechanical mo-
tion [17–20] and, for large drive powers, strong optomechani-
cal coupling [21–23]. To analyse the entropy production rate
of the cavity-OM system, we measure the light reflected o↵
the cavity via homodyne detection.

Also in the second implementation, the two coupled har-
monic oscillators correspond to a light field mode coupled to
a mechanical degree of freedom [cf. Fig 1(b) and (d)]. We
load a BEC into a high-finesse optical cavity and illuminate
the atoms with a standing-wave transverse laser field. Far-o↵
resonant scattering of photons from the laser field into a near-
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range interaction can be brought to competition with the ki-
netic energy of the atoms, resulting in a structural phase tran-
sition [24]. In the spatially homogeneous phase, for increasing
interaction, the energy of the excited momentum mode soft-
ens, until at a critical interaction strength the system breaks a
discrete symmetry and the atoms arrange in a spatially modu-
lated density distribution. The equivalence of this system to a
Dicke model has been demonstrated in Ref. [15]. We measure
the cavity light field leaking through the mirrors with a het-
erodyne detection setup. The spectral analysis of this signal is
used to infer the diverging amount of atomic density fluctua-
tions accompanying the structural phase transition [24].

In both cases, the e↵ective interaction between the oscilla-
tors is obtained by a harmonic expansion of the field opera-
tors around their mean values, resulting in two linearly cou-
pled quantum oscillators [cf. Fig. 1(b)]. We denote with �q̂a,b
and � p̂a,b the position and momentum fluctuation operators
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spectrum (DNS) of the phase quadrature of the output cavity field,
attenuated before detection, for the cavity-OM setup. The jagged
blue curve refers to a value of the rescaled coupling gab/a = 0.49,
while the jagged light-blue curve to gab/a = 2.29. The fits of the
DNS are shown as smooth lines. Notice that the power spectrum is
originally dimensionless, and has been here converted to SI units for
uniformity of notation. Panel (b): DNS of the extra-cavity field for
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FIG. 3. Experimental assessment of the irreversible entropy pro-
duction rate ⇧s at the NESS for (a) the cavity-OM system and (b)

the cavity BEC system. In the cavity-OM system, gab is twice the
standard optomechanical coupling rate [14, 25]. For the cavity-BEC
setup, the control parameter gab is renormalised with respect to the
critical parameter gcr

ab =
p

(2a + !2
a)!b/4!a. The insets show the be-

haviour of µb in each of the settings considered. In both panels, the
solid black lines show the theoretical predictions based on the values
given in Table I. The blue and red dots show the experimental data
for the cavity-OM and cavity-BEC experiment, respectively. In panel
(a), the vertical error bars report statistical errors extracted from the
fit, while the horizontal ones show experimental error on the values
of the parameter. In panel (b), the vertical and horizontal error bars
report the statistical errors from the fit and the determination of the
critical point, respectively [24].

In the cavity-BEC setup, the cavity field is considerably less
populated than the atomic mode. Finally, the mechanical bath
is at room temperature, while the temperature of the atomic
reservoir is below the condensation point and in the nK range
(cf. Table I). This highlights and reinforces the diversity of
the experimental platforms that we have addressed within a
unique framework for the quantification of irreversible en-
tropy.

Following the technical approach illustrated in Refs. [11–
13] and sketched in [25], we have separately reconstructed
the two terms µa and µb that determine quantitatively ⇧s.
Fig. 3 displays the experimental data together with the the-
oretical model, demonstrating a very good quantitative agree-

ment. Besides the influences of the environments, the entropy
production rates depends on the interplay between the mutual
dynamics of the oscillators. For the cavity-OM system, the
contribution to ⇧s we observe from the mechanical oscillator
is much smaller than the one coming from the optical field.
On the contrary, µa ' µb in the atomic setup. For each of
the two experiments ⇧s is positive, in agreement with the sec-
ond law. In the cavity-OM setup, µa is an increasing function
of the coupling: the stronger the pump, the further the sys-
tem operates away from thermal equilibrium and the more en-
tropy is generated. At the same time, µb takes negative values,
whose magnitude increases for increasing values of gab. This
is legitimate as µb is not per se an entropy production rate
but represents an individual flux, which can thus take nega-
tive values (while µa + µb has to be positive). The observed
behaviour of µb is a signature of optomechanical cooling: its
growth, in absolute value, with gab shows the increase of the
entropy flow from the mechanical resonator to the cavity field,
corresponding to lowering of the e↵ective temperature of the
resonator. As for the cavity-BEC system, the divergent be-
haviour of the entropy production rate at the critical point re-
flects the occurrence of the structural phase transition: at gcr

ab,
the known divergence of the populations of the two oscilla-
tors at the steady-state [33] results in the singularity of both
µa and µb separately. The irreversible entropy production rate
thus diverges at criticality.

We have experimentally determined the entropy production
rate, a key indicator of irreversibility, in driven-dissipative
quantum systems operating at the steady-state. The two exper-
imental setups, being instances of mesoscopic systems under-
going quantum dynamics, allowed us to link the phenomenol-
ogy of the entropy production rate to the salient features of
their physics. We have thus assessed architectures that could
embody the building blocks of a generation of future thermo-
dynamic machines working out of equilibrium, and thus sub-
jected to irreversible processes. For such devices, the quantifi-
cation of irreversibility will be very relevant for the character-
isation of their e�ciency, as it will provide useful information
to design protocols able to quench it, thus optimising their
working principles.
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What makes this  
scenario quantum?

Non-equilibrium free energy
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highlight the contribution that each give to the degree of
irreversibility of the underlying dynamics.
Non-equilibrium free energy - To motivate our discussion,
let us consider a system with density matrix ⇢ and Hamil-
tonian H undergoing open quantum dynamics described
by a Lindblad-Davies equation [? ? ? ]

d⇢

dt
= �i[H, ⇢] +D(⇢), (2)

where D(⇢) is the Lindblad dissipator, which we assume
to be derived microscopically using a Davies-type ap-
proach, so that the thermal Gibbs state ⇢eq = e��H/Z
is a fixed point of the dynamics satysfying the condition
D(⇢eq) = 0. For this type of setup, it is well estab-
lished that the system will relax monotonically to ther-
mal equilibrium and, moreover, that the evolution of the
o↵-diagonal elements of the density matrix (in the energy
eigenbasis) will occur independently of the populations
(see supplemental material).

We now define the non-equilibrium free energy as
F (⇢) = tr(H⇢) + T tr(⇢ ln ⇢). At equilibrium, ⇢ ! ⇢eq
and the free energy reduces to the usual expression
Feq = �T lnZ with Z = tr(e�H/T ) being the partition
function of the state of the system. For non-equilibrium
states we may alternatively write F (⇢) as

F (⇢) = Feq + TS(⇢||⇢eq), (3)

where S(⇢||�) = tr(⇢ ln ⇢ � ⇢ ln�) is the quantum rela-
tive entropy. As S(⇢||⇢eq) � 0, we have that F (⇢) � Feq.
This condition thus defines the equilibrium state of a
system as the state that minimizes the free energy [? ].
Moreover, it establishes that, during relaxation, the free
energy is a monotonically decreasing function of time.
Hence, one is naturally led to define the entropy produc-
tion rate as [? ? ? ? ? ]

⇧ = � 1

T

dF (⇢)

dt
. (4)

It then follows that ⇧ � 0 and ⇧ = 0 i↵ ⇢ = ⇢eq.
Next let {|ni} denote the eigenstates of the Hamilto-

nian H, and pn = hn|⇢|ni the corresponding populations.
We may then separate the relative entropy S(⇢||⇢eq) as

S(⇢||⇢eq) = S(p||peq) + C(⇢), (5)

where S(p||peq) =
P
n
pn ln pn/peqn is the Kullback-Leibler

divergence from the classicized probability distribution
entailed by the populations p = {pn} and that of the
state at equilibrium peq = {pneq}. Moreover, we have
introduced the relative entropy of coherence [? ]

C(⇢) = S(⇢d)� S(⇢), (6)

where ⇢d is the state obtained from ⇢ by deleting all the
o↵ diagonal elements. Substituting in Eq. (3) we have

F (⇢) = Feq + TS(p||peq) + TC(⇢). (7)

This is a simple but elegant and important result. It
shows that quantum coherence is actually a part of the
non-equilibrium free energy. The second term in Eq. (7)
quantifies the increase in free energy due to population
imbalance with respect to the equilibrium configuration,
and is a purely classical term. The last term, which is
of a genuine quantum nature, determines the surplus in
free energy that a non-equilibrium state with quantum
coherences enjoys with respect to its diagonal (and thus
classical) counterpart.
Entropy production and quantum coherence - Let us

now use the formal splitting in Eq. (7) to recast the en-
tropy production rate in Eq. (4) as

⇧ = ⇧d +⌥ (8)

Here ⇧d = � d
dtS(p||peq) is the well-known formula pro-

posed by Schnakenberg [? ? ] in the context of Pauli
master equations, and

⌥ = � dC(⇢)
dt

(9)

is the rate of loss of coherence. Clearly both ⇧d and ⌥
are non-negative and null only for ⇢ = ⇢eq. This is the
second core result of this paper. Eq. (9) provides the
physical interpretation to the mismatch between entropy
production arising from quantum and classical processes
(the latter interpreted, here, as those that generate no
quantum coherence in the state of the system). Such a
di↵erence is fully ascribed to the rate of loss of coherence.
Entropy flux and quantum coherence - Finally, let us ad-
dress the entropy flux defined in Eq. (1). Using Eq. (4)
we find

� = ⇧� dS

dt
= tr

⇢
d⇢

dt
ln ⇢eq

�
=

X

n

dpn
dt

ln pneq. (10)

Recalling that ln pneq = �En/T � lnZ with En the enrgy
eigenvalue corresponding to the eigenstate |ni, we may
also write this as

� =
�E

T
= � 1

T

X

n

En
dpn
dt

, (11)

where �E is the energy flux from the system to the en-
vironment. We thus reach the third key result of our
analysis, namely that the entropy flux has no contribu-
tion arising from quantum coherences. Entropy (and en-
ergy) will only flow due to imbalances in the populations.
Losses of coherence contribute only to the entropy pro-
duction rate.
Spin phase space dynamics - Let us now move to a phase
space description of the open system dynamics. The goal
of doing so is to identify microscopic probability currents
that highlight the irreversible nature of the dynamics,
hence giving a richer physical interpretation to the con-
cepts of entropy production and flux. Another motiva-
tion is that the theory of von Neumann entropy produc-
tion presented above diverges in the limit T ! 0. The
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D(⇢eq) = 0. For this type of setup, it is well estab-
lished that the system will relax monotonically to ther-
mal equilibrium and, moreover, that the evolution of the
o↵-diagonal elements of the density matrix (in the energy
eigenbasis) will occur independently of the populations
(see supplemental material).

We now define the non-equilibrium free energy as
F (⇢) = tr(H⇢) + T tr(⇢ ln ⇢). At equilibrium, ⇢ ! ⇢eq
and the free energy reduces to the usual expression
Feq = �T lnZ with Z = tr(e�H/T ) being the partition
function of the state of the system. For non-equilibrium
states we may alternatively write F (⇢) as

F (⇢) = Feq + TS(⇢||⇢eq), (3)

where S(⇢||�) = tr(⇢ ln ⇢ � ⇢ ln�) is the quantum rela-
tive entropy. As S(⇢||⇢eq) � 0, we have that F (⇢) � Feq.
This condition thus defines the equilibrium state of a
system as the state that minimizes the free energy [? ].
Moreover, it establishes that, during relaxation, the free
energy is a monotonically decreasing function of time.
Hence, one is naturally led to define the entropy produc-
tion rate as [? ? ? ? ? ]

⇧ = � 1

T

dF (⇢)

dt
. (4)

It then follows that ⇧ � 0 and ⇧ = 0 i↵ ⇢ = ⇢eq.
Next let {|ni} denote the eigenstates of the Hamilto-

nian H, and pn = hn|⇢|ni the corresponding populations.
We may then separate the relative entropy S(⇢||⇢eq) as

S(⇢||⇢eq) = S(p||peq) + C(⇢), (5)

where S(p||peq) =
P
n
pn ln pn/peqn is the Kullback-Leibler

divergence from the classicized probability distribution
entailed by the populations p = {pn} and that of the
state at equilibrium peq = {pneq}. Moreover, we have
introduced the relative entropy of coherence [? ]

C(⇢) = S(⇢d)� S(⇢), (6)

where ⇢d is the state obtained from ⇢ by deleting all the
o↵ diagonal elements. Substituting in Eq. (3) we have

F (⇢) = Feq + TS(p||peq) + TC(⇢). (7)

This is a simple but elegant and important result. It
shows that quantum coherence is actually a part of the
non-equilibrium free energy. The second term in Eq. (7)
quantifies the increase in free energy due to population
imbalance with respect to the equilibrium configuration,
and is a purely classical term. The last term, which is
of a genuine quantum nature, determines the surplus in
free energy that a non-equilibrium state with quantum
coherences enjoys with respect to its diagonal (and thus
classical) counterpart.
Entropy production and quantum coherence - Let us

now use the formal splitting in Eq. (7) to recast the en-
tropy production rate in Eq. (4) as

⇧ = ⇧d +⌥ (8)

Here ⇧d = � d
dtS(p||peq) is the well-known formula pro-

posed by Schnakenberg [? ? ] in the context of Pauli
master equations, and

⌥ = � dC(⇢)
dt

(9)

is the rate of loss of coherence. Clearly both ⇧d and ⌥
are non-negative and null only for ⇢ = ⇢eq. This is the
second core result of this paper. Eq. (9) provides the
physical interpretation to the mismatch between entropy
production arising from quantum and classical processes
(the latter interpreted, here, as those that generate no
quantum coherence in the state of the system). Such a
di↵erence is fully ascribed to the rate of loss of coherence.
Entropy flux and quantum coherence - Finally, let us ad-
dress the entropy flux defined in Eq. (1). Using Eq. (4)
we find
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eigenvalue corresponding to the eigenstate |ni, we may
also write this as
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where �E is the energy flux from the system to the en-
vironment. We thus reach the third key result of our
analysis, namely that the entropy flux has no contribu-
tion arising from quantum coherences. Entropy (and en-
ergy) will only flow due to imbalances in the populations.
Losses of coherence contribute only to the entropy pro-
duction rate.
Spin phase space dynamics - Let us now move to a phase
space description of the open system dynamics. The goal
of doing so is to identify microscopic probability currents
that highlight the irreversible nature of the dynamics,
hence giving a richer physical interpretation to the con-
cepts of entropy production and flux. Another motiva-
tion is that the theory of von Neumann entropy produc-
tion presented above diverges in the limit T ! 0. The
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are non-negative and null only for ⇢ = ⇢eq. This is the
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proach, so that the thermal Gibbs state ⇢eq = e��H/Z
is a fixed point of the dynamics satysfying the condition
D(⇢eq) = 0. For this type of setup, it is well estab-
lished that the system will relax monotonically to ther-
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eigenbasis) will occur independently of the populations
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This condition thus defines the equilibrium state of a
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state at equilibrium peq = {pneq}. Moreover, we have
introduced the relative entropy of coherence [? ]
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where ⇢d is the state obtained from ⇢ by deleting all the
o↵ diagonal elements. Substituting in Eq. (3) we have

F (⇢) = Feq + TS(p||peq) + TC(⇢). (7)

This is a simple but elegant and important result. It
shows that quantum coherence is actually a part of the
non-equilibrium free energy. The second term in Eq. (7)
quantifies the increase in free energy due to population
imbalance with respect to the equilibrium configuration,
and is a purely classical term. The last term, which is
of a genuine quantum nature, determines the surplus in
free energy that a non-equilibrium state with quantum
coherences enjoys with respect to its diagonal (and thus
classical) counterpart.
Entropy production and quantum coherence - Let us
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is the rate of loss of coherence. Clearly both ⇧d and ⌥
are non-negative and null only for ⇢ = ⇢eq. This is the
second core result of this paper. Eq. (9) provides the
physical interpretation to the mismatch between entropy
production arising from quantum and classical processes
(the latter interpreted, here, as those that generate no
quantum coherence in the state of the system). Such a
di↵erence is fully ascribed to the rate of loss of coherence.
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where �E is the energy flux from the system to the en-
vironment. We thus reach the third key result of our
analysis, namely that the entropy flux has no contribu-
tion arising from quantum coherences. Entropy (and en-
ergy) will only flow due to imbalances in the populations.
Losses of coherence contribute only to the entropy pro-
duction rate.
Spin phase space dynamics - Let us now move to a phase
space description of the open system dynamics. The goal
of doing so is to identify microscopic probability currents
that highlight the irreversible nature of the dynamics,
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cepts of entropy production and flux. Another motiva-
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is a fixed point of the dynamics satysfying the condition
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o↵-diagonal elements of the density matrix (in the energy
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where ⇢d is the state obtained from ⇢ by deleting all the
o↵ diagonal elements. Substituting in Eq. (3) we have

F (⇢) = Feq + TS(p||peq) + TC(⇢). (7)

This is a simple but elegant and important result. It
shows that quantum coherence is actually a part of the
non-equilibrium free energy. The second term in Eq. (7)
quantifies the increase in free energy due to population
imbalance with respect to the equilibrium configuration,
and is a purely classical term. The last term, which is
of a genuine quantum nature, determines the surplus in
free energy that a non-equilibrium state with quantum
coherences enjoys with respect to its diagonal (and thus
classical) counterpart.
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are non-negative and null only for ⇢ = ⇢eq. This is the
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production arising from quantum and classical processes
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by a Lindblad-Davies equation [? ? ? ]

d⇢

dt
= �i[H, ⇢] +D(⇢), (2)

where D(⇢) is the Lindblad dissipator, which we assume
to be derived microscopically using a Davies-type ap-
proach, so that the thermal Gibbs state ⇢eq = e��H/Z
is a fixed point of the dynamics satysfying the condition
D(⇢eq) = 0. For this type of setup, it is well estab-
lished that the system will relax monotonically to ther-
mal equilibrium and, moreover, that the evolution of the
o↵-diagonal elements of the density matrix (in the energy
eigenbasis) will occur independently of the populations
(see supplemental material).

We now define the non-equilibrium free energy as
F (⇢) = tr(H⇢) + T tr(⇢ ln ⇢). At equilibrium, ⇢ ! ⇢eq
and the free energy reduces to the usual expression
Feq = �T lnZ with Z = tr(e�H/T ) being the partition
function of the state of the system. For non-equilibrium
states we may alternatively write F (⇢) as

F (⇢) = Feq + TS(⇢||⇢eq), (3)

where S(⇢||�) = tr(⇢ ln ⇢ � ⇢ ln�) is the quantum rela-
tive entropy. As S(⇢||⇢eq) � 0, we have that F (⇢) � Feq.
This condition thus defines the equilibrium state of a
system as the state that minimizes the free energy [? ].
Moreover, it establishes that, during relaxation, the free
energy is a monotonically decreasing function of time.
Hence, one is naturally led to define the entropy produc-
tion rate as [? ? ? ? ? ]

⇧ = � 1

T

dF (⇢)

dt
. (4)

It then follows that ⇧ � 0 and ⇧ = 0 i↵ ⇢ = ⇢eq.
Next let {|ni} denote the eigenstates of the Hamilto-

nian H, and pn = hn|⇢|ni the corresponding populations.
We may then separate the relative entropy S(⇢||⇢eq) as

S(⇢||⇢eq) = S(p||peq) + C(⇢), (5)

where S(p||peq) =
P
n
pn ln pn/peqn is the Kullback-Leibler

divergence from the classicized probability distribution
entailed by the populations p = {pn} and that of the
state at equilibrium peq = {pneq}. Moreover, we have
introduced the relative entropy of coherence [? ]

C(⇢) = S(⇢d)� S(⇢), (6)

where ⇢d is the state obtained from ⇢ by deleting all the
o↵ diagonal elements. Substituting in Eq. (3) we have

F (⇢) = Feq + TS(p||peq) + TC(⇢). (7)

This is a simple but elegant and important result. It
shows that quantum coherence is actually a part of the
non-equilibrium free energy. The second term in Eq. (7)
quantifies the increase in free energy due to population
imbalance with respect to the equilibrium configuration,
and is a purely classical term. The last term, which is
of a genuine quantum nature, determines the surplus in
free energy that a non-equilibrium state with quantum
coherences enjoys with respect to its diagonal (and thus
classical) counterpart.
Entropy production and quantum coherence - Let us

now use the formal splitting in Eq. (7) to recast the en-
tropy production rate in Eq. (4) as

⇧ = ⇧d +⌥ (8)

Here ⇧d = � d
dtS(p||peq) is the well-known formula pro-

posed by Schnakenberg [? ? ] in the context of Pauli
master equations, and

⌥ = � dC(⇢)
dt

(9)

is the rate of loss of coherence. Clearly both ⇧d and ⌥
are non-negative and null only for ⇢ = ⇢eq. This is the
second core result of this paper. Eq. (9) provides the
physical interpretation to the mismatch between entropy
production arising from quantum and classical processes
(the latter interpreted, here, as those that generate no
quantum coherence in the state of the system). Such a
di↵erence is fully ascribed to the rate of loss of coherence.
Entropy flux and quantum coherence - Finally, let us ad-
dress the entropy flux defined in Eq. (1). Using Eq. (4)
we find

� = ⇧� dS

dt
= tr

⇢
d⇢

dt
ln ⇢eq

�
=

X

n

dpn
dt

ln pneq. (10)

Recalling that ln pneq = �En/T � lnZ with En the enrgy
eigenvalue corresponding to the eigenstate |ni, we may
also write this as

� =
�E

T
= � 1

T

X

n

En
dpn
dt

, (11)

where �E is the energy flux from the system to the en-
vironment. We thus reach the third key result of our
analysis, namely that the entropy flux has no contribu-
tion arising from quantum coherences. Entropy (and en-
ergy) will only flow due to imbalances in the populations.
Losses of coherence contribute only to the entropy pro-
duction rate.
Spin phase space dynamics - Let us now move to a phase
space description of the open system dynamics. The goal
of doing so is to identify microscopic probability currents
that highlight the irreversible nature of the dynamics,
hence giving a richer physical interpretation to the con-
cepts of entropy production and flux. Another motiva-
tion is that the theory of von Neumann entropy produc-
tion presented above diverges in the limit T ! 0. The
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system Hamiltonian to be

H(t) = �b
0

2
�z �

b
1

2
(�x cos(!t) + �y sin(!t)), (35)

and assume that the system is also subject to the dephas-
ing dissipator (29).

The trajectory of the system in the Bloch sphere is
shown in Fig. 2, together with a comparison of the Wehrl
and von Neumann entropy production rates. As can be
appreciated, the Wehrl entropy production rate is capa-
ble of capturing the same features as its von Neumann
counterpart, but remains finite throughout the motion.

|z+i

|x+i

|x�i

|z�i
0 1 2 3 4 5

0

0.1

0.2

0.3

0.4

�t

⇧
/
�

Wehrl

von Neumann

FIG. 2. Evolution of a spin-1/2 particle under a time-
dependent magnetic field [Eq. (35)] and a dephasing bath
[Eq. (29)]. Left: trajectory in the Bloch sphere. Right: Wehrl
and von Neumann entropy production rates. We assume the
system initially starts in the state |x�i = (|z+i � |z�i)/

p
2

(with �

z

|z±i = ±|z±i). The chosen parameters were b0/� =
5, b1/� = 1, and !/� = 1.

IV. AMPLITUDE DAMPING

A. Dissipator and relevant currents

Next we consider the amplitude damping dissipator,
which we define as

D(⇢) = �(n̄+ 1) [J�⇢J+ � {J
+

J�, ⇢}/2]
+ �n̄ [J

+

⇢J� � {J�J+, ⇢}/2] ,
(36)

where n̄ is the mean number of excitations in the envi-
ronment. This dissipator targets the thermal Gibbs state
e��H/ tr[e��H ] of the Hamiltonian H = !Jz, provided
n̄ = (e�! � 1)�1. When T ! 0, this state becomes the
“south-pole” state |J,�Ji when ! > 0, and the “north-
pole” state |J, Ji when ! < 0.
It is convenient to define the superoperator

f(⇢) = (n̄+ 1)⇢J
+

� n̄J
+

⇢ (37)

with which Eq. (36) can be written as

D(⇢) =
�

2

�
[J�, f(⇢)]� [J

+

, f†(⇢)]
 
. (38)

The super-operator f(⇢) represents a current operator
for the density matrix, in the sense that Eq. (38) takes
the form of a continuity equation. Moreover, one may
verify that f(e��H) = 0, which allows us to interpret the
stationary state as the one for which the current is itself
zero. Moving to phase space, we have

D(Q) =
�

2

⇢
J�(f(Q))� J

+

(f⇤(Q))

�
, (39)

where

f(Q) =
1

2


2JQ�Jz(Q)

�
ei� sin ✓+

1

2


cos ✓�(2n̄+1)

�
J
+

(Q),

(40)
[see Eqs. (8) and (9) for the definition of the current
operators Ji]. Alternatively, in terms of the TSS bosonic
representation, the current f becomes

f(Q) =


↵⇤� + (n̄+ 1)�@↵ � n̄↵⇤@�⇤

�
Q (41)

B. Identification of the entropy production rate

To separate dS/ dt into the form stated in Eq. (1), we
recast all phase-space variables in terms of the relevant
current in the problem, which in this case is f(Q). One
then notes that following standard thermodynamic argu-
ments, the entropy production should be an even func-
tion of the relevant currents, whereas the entropy flux
rate should be odd [48].

It is more convenient to use Eq. (18) in order to ex-
press Q in terms of the function V since, it turns out,
most di↵erential operators act trivially on the exponen-
tial prefactor e�c†c. The dissipator then becomes

D(Q) =
�

2

e�c†c

⇡2

[J�(f(V ))� J
+

(f⇤(V ))] , (42)

where

f(V ) = [(n̄+ 1)�@↵ � n̄↵⇤@�⇤ ]V. (43)

Inserting these currents into Eq. (28), integrating by
parts, and writing everything in terms of V quantities,
we get

dS

dt

����
diss

=
�

2

Z
dc

V

e�c†c

⇡2

[f(V )J�(V )� f(V )⇤J
+

(V )] .

(44)
where
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FIG. 3. The entropy production rate [von Neumann given
by Eq. (58) and Wehrl given by Eq. (56)] contribution of the
amplitude bath for a spin-1/2 particle, as a function of ⌧ = ⌧

z

for ⌧̄
z

= �1/2.

The entropy flux (48), on the other hand, simplifies to

� =
�/2

⌧̄3z

✓
⌧̄z + (⌧̄2z � 1) tanh�1(⌧̄z)

◆
(⌧z � ⌧̄z), (53)

They are related by

� =


(1� ⌧̄2z ) tanh

�1(⌧̄z)� ⌧̄z
⌧̄2z !

�
�E . (54)

In the limit T � !, this becomes approximately

� ' 1

3

�E

T
, (55)

which is a particular case of Eq. (63).
Finally, we present the result for the entropy produc-

tion rate, given by Eq. (51):

⇧ = �+
�

2

2⌧̄z⌧z � (⌧2 + ⌧2z )

2⌧̄z

⇢
⌧ � (1� ⌧2) tanh�1(⌧)

⌧3

�

(56)
where � is given by Eq. (53).

For comparison, the von Neumann entropy flux rate
[Eq. (4)] is

�
vN

= �
tanh�1(⌧̄z)

⌧̄z
(⌧z � ⌧̄z) (57)

whereas the entropy production rate (3) reads

⇧
vN

= �
vN

� �

2

tanh�1(⌧)

⌧ ⌧̄z

✓
⌧2 + ⌧z(⌧z � 2⌧̄z)

◆
(58)

Note how �
vN

diverges in the limit ⌧̄z ! �1, in agree-
ment with Eq. (4). In fact, these measures diverge both
when the bath is at zero temperature and when the state
of the system is pure. A comparison between the von
Neumann and Wehrl entropy production rates for the
amplitude damping is shown in Fig. 3. In the limit T ! 0

(⌧̄z ! �1), the Wehrl entropy production and fluxes be-
come

� =
�

2
(1 + ⌧z) (59)

⇧ = �+ �
⌧2 + ⌧z(2 + ⌧z)

4⌧3
[⌧ + (⌧2 � 1) tanh�1(⌧)] (60)

The behavior of the entropy production ⇧ in the limit
T ! 0 is shown in Fig. 4.
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FIG. 4. The Wehrl entropy production rate (60) at T = 0 as
a function of ✓, where we parametrize ⌧ = (⌧ sin ✓, 0, ⌧ cos ✓).
The curves correspond to di↵erent values of ⌧ and therefore
illustrate the behavior as one goes from a maximally mixed
state (⌧ = 0) to a pure state (⌧ = 1).

D. Wehrl entropy flux for a general spin

In the Appendix, we compute the entropy flux given
by Eq. (48) exactly for a general spin. We also show that
the Wehrl entropy flux for T ! 0 simplifies to

� = 2�J [J + hJzi], (61)

which is valid for any J .
Thus, as with the dephasing noise, with the Wehrl for-

malism, we obtain a well-behaved result even at zero tem-
perature. The structure of this expression is also surpris-
ingly similar to the structure found for bosonic systems
in Ref. [10]. It shows that the flux is related to the dif-
ference between the instantaneous value of hJzi and the
bath-induced value �J (which is the target state of the
amplitude damping at T ! 0).

E. Energy flux vs Entropy flux

We can also relate the entropy flux with the energy
flux, assuming a Hamiltonian H = !Jz. The energy flux
is given by �E = � tr(HD(⇢)), which may be written as

�E =
�!

⌧̄z


⌧̄z[J(J + 1)� hJ2

z i]� hJzi
�
. (62)
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spin-1/2 case

while divergence of the von Neumann at T=0 
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